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Abstrakt

Cilem této diplomové préce je predstavit diferencialné variac¢ni nerovnice a shrnout
zékladni teorii o existenci jejich feSeni vcetné souvisejicich numerickych metod.
Teoretické vysledky jsou aplikovany na problémy z mechaniky, elektrickych obvodu
a ekonomie.

Za pouziti teorie zobecnénych rovnic, obyéejnych diferencidlnich rovnic a difer-
encidlnich inkluzi byla provedena reserSe vét zarucCujicich existenci feSeni ruznych
tfid diferencidlné variacnich nerovnic. Déle bylo predstaveno nékolik numerickych
metod pro feseni diferencidlné variacnich nerovnic a zobecnénych rovnic zalozenych
na diskretizaci pfislusnych tloh.

Existencni véty a numerické metody byly aplikovany na nékolik vybranych
modelu, které popisuji redlné ilohy z oblasti kontaktni mechaniky, elektrickych
obvodu s diodami a modelovani ekonomické rovnovéhy. U vsech piikladi byla
provedena numericka simulace a u nékterych z nich byly odvozeny vztahy pro ana-
lytické feseni, coz umoznilo posoudit pfesnost numericky ziskanych vysledku.

Klicova slova: mnohoznacné zobrazeni, diferencidlné varia¢ni nerovnice, zobecnéné
rovnice, numerické metody, kontaktni mechanika, elektrické obvody, ekonomicka
rovnovéaha

Abstract

The aim of this thesis is to present differential variational inequalities and to
summarize basic theory of the existence of solutions together with numerical meth-
ods for solving them. These tools are applied to problems from mechanics, electrical
circuits and economics.

Using theory of generalized equations, ordinary differential equations, and dif-
ferential inclusions, we present several theorems guaranteeing the existence of solu-
tions of particular classes of differential variational inequalities. Furthermore, we
discuss basic numerical methods for solving differential variational inequalities as
well as generalized equations which are based on appropriate discretization schemes.

Theoretical results are applied on selected models, which describe real-world
problems arising in contact mechanics, electrical circuits with diodes and economic
equilibrium. In all the examples presented, numerical simulations were performed
and, for some of them, formulas for the exact solution were obtained, which allowed
us to evaluate the precision of the numerically obtained results.

Keywords: set-valued mapping, differential variational inequality, generalized
equation, numerical methods, contacts mechanics, electrical circuits, economic equi-
librium
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List of symbols

X<y
B(x,r)
B[x, 7]

f:X—>Y
F:X=2Y

Cartesian product of sets X and Y
x is an element of the set X
identically equal

a equals b

let a be defined by b

positive integers

real numbers

non-negative real numbers

Euclidean space of x = (21, ...,7,)7 having n real coordinates
set of x € R™ having non-negative coordinates

b € R is greater than a € R

b € R is greater than or equal to a € R
closed interval in R with a < b

open interval in R with a < b

scalar product of x and y in R™

Euclidean norm of x € R"

x € R™ is perpendicular to y € R", i.e., (x,y) =
x; < y; for each i € {1,..,n}

x; < y; for each i € {1,..,n}

open ball centered at x € R™ with a radius r > 0
closed ball centered at x € R™ with a radius r > 0

single-valued mapping f from the set X to the set Y
set-valued mapping F from the set X to the set Y
floor function



Chapter 1

Introduction

“This is the problem under our
level and beyond our skills.”

Unknown student

In this chapter we try to ilustrate our further consideration on easy
examples from electronics. Motivated by this, we introduce basic notions
from set-valued and variational analysis. More complex eletrical circuits as
well as mechanical and economic models can be found in Chapter

1.1 Static problems

In this section, we are going to present two static problems occurring in elec-
trical circuits. We show how these problems can be described by using set-

valued functions.
We are going to study the cir-

cuit in Figure which contains A

one voltage source and two different |
components A and B. We denote V4 -

a voltage across the component A, vA

VB a voltage across the component

B. First, suppose constant source iv UBT |::| B
E > 0 and the corresponding cur-

rent i. By Kirchhoft’s voltage law,

the sum of voltages across all com- E

ponents in a circuit is equal to zero, I I

Figure 1.1: Series circuit



that is,
(1.1) Va+Vp—FE=0.

Suppose that a component A is a resistor with current-voltage characteristic,
which describes the dependence of the voltage on the current, given by
Va(i) = Ri, where R > 0 is the resistance. Further assume a component B
to be an ideal diode with characteristic given by

0, for >0,
Vp(i) = F(i) := < (—00,0], for =0,
0, for i <0.
Therefore (1.1]) reads as
(1.2) 0 € Ri— E+ F(i).

The mapping F' is a set-valued function. In general we will use the following
notation.

Definition 1.1.1 (set-valued mapping) A set-valued mapping F : R™ =
R™ associates with any x € R™ a subset of R™, denoted by F(x) and called
the value of F' at x. For such a map, the set

(i) domF := {x € R™: F(x) # 0} is the domain of F,

(i7) rgeF :={y € R": y € F(x) for some x € R™} is the range of F,
(7i1) gphF :={(x,y) € R™ x R" : y € F(x)} is the graph of F.
The problem to find ¢ € R such that (1.2]) holds is called the generalized
equation, denoted GE. In higher dimensions, given g : R™ — R™ and F :
R™ = R™, we consider the problem of finding a solution u € R™ to the

inclusion
Ogm € g(u) + F(u).

There are various ways how to write (|1.2]). The first one uses the notion
of the normal cone.

Definition 1.1.2 (normal cone) Let K C R™ be a closed convex set. The
normal cone to K at u € R is the set

N ) {peR™: (p,v—u) <0 for cach v e K}, ifu€k,
x(w) = 0, ifu¢ K.



Hence the mapping F' appearing in (1.2)) satisfies F'(i) = Ny ) (4) for each
i € R. Tt is easy to see that (1.2]) is equivalent to

(Ri — E,v—1i) >0 whenever v € [0,+00).

This problem is called the variational inequality in literature, denoted VI. If
the set-valued function has the form F := Nk, where K is a convex closed
subset of R™ then GE reads as

Ogm € g(u) + N (u),
so by the definition of a normal cone
0 <(g(u),v—u) whenever veK.

The set of its solutions will be denoted by SOL(K, g).
The solution of ([1.2)) has the form

0, for £ <0,

1

EE , for >0,

where F/ < 0 means the reversed polarity of the voltage source in the circuit.
Let us replace the ideal diode with Zener diode with the current-voltage
characteristic given by

Vi, for i>0,
(13) VB(Z) = F(Z) = SgnVQ,Vl (Z) = [V27 ‘/1]7 for 1= 07
Vs, for <0,

where Vi > 0 > V5. In this case the solution of the generalized equation

(1.2)) has the form

1

E(E — V), for E < Vs,
1= 0, for £ € [V27‘/1]7

1

E(E - V1), for E> V.

Second, suppose that we have a time dependent voltage source E(t) with
t > 0. Then the current also depends on time therefore we are looking for a
function 7 : R — R such that

0 € Ri(t) — E(t) + F(i(t)) for each t € [0, 00).
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This is a special case of the parametric generalized equation which is the
problem for given g : R* x R™ — R™, F : R™ = R™, and Q C R?, find a
function u : R — R™ such that

Orm € g(y,u(y)) + F(u(y)) for each y € Q.
We have to deal with solution mapping
SOL:R¥35y+— {ucR™: 0gm € g(y,u) + F(u)},

which is set-valued in general.

1.2 Dynamic problems

In this section, we will continue studying the circuit in Figure [I.1} Unlike
the previous section, a voltage across its components will depend on changes
of a current.

Let the component A be an inductor with the relationship between cur-
di(t)

rent and voltage given by Va(i(t)) = L , where L > is a given induct-
ance. Further, let the component B be a resistor with the current-voltage

characteristic given by Vp(i(t)) = Ri(t), where R > 0 is a resistance. So

(1.1) is in the form
di(t)

dt

The previous problem is called the ordinary differential equation (see [3]),

denoted ODE. These equations are well-known mathematical tool, therefore
there exist lots of ways how to (numerically) solve or analyze them.

If we replace the resistor by Zener diode with current-voltage character-

istic given by (1.3]), then ([L.1) has the form
di(t)
dt

0=1L

+ Ri(t) — E.

0e L

+ Sgny, v, (i(t)) — E.

This problem is called the differential inclusion, denoted DI. In the general
case, for a given set-valued mapping F : R"*! = R", it is the problem to
find an absolutely continuousﬂ function x : [a,b] — R™ such that for almost
all t € [a, b] one has

x(t) € F(t,x(t)).

1See Definition



These problems are difficult to solve because the function Sgn is set-valued
at zero. Therefore standard numerical solvers for differential equations can-
not be applied. There exist several ways to numerically solve differential
inclusions.

For example in [I5] the author dealt with difference methods for differ-
ential inclusions. The author created numerical methods, which work with
a fixed selection of the right-hand side at each step. But this resulted in,
that for each type of selection there is a different solution, but the inclusion
may have only one solution. Therefore the set-valued right-hand side maybe
problematic. Differential inclusions are studied in detail in [4].

We show how to get rid of the set-valued function by creating a new
variable. We have

d;(tt) € —% Sgny, 1 (i()) + %

First, we can write ¢ = i* —i~. Further, —Sgny, v, (i(t)) = v(t) — V1,
where v at the time ¢ satisfies

0<w()Lit(t) >0 and 0<Vy—Vo—w(t) Li (t)>0.

We obtain
dit) 1
2= ) -+ B),
0 < w(t)Lit(t) >0,
0 S V1 —V2 —’U(t) J_i_(t) Z 0.

The previous problem is called the differential variational inequality, denoted
DVI, which is the problem to find an absolutely continuouﬂ function x :
[a,b] — R™ and an integrableﬂ function u : [a, b] — R such that for almost
all ¢ € [a, b] one has:

(1.4) x(t) = f(t,x(t),u(t)),
(1.5) 0 < (g(t,x(t),u(t)),v—nu(t)) whenever veK,
(1.6) u(t) € K,

where f : RxR"xR"™ — R" and g : RxR" xR™ — R" are given continuous
vector functions, a < b and K C R™ is a non-empty closed convex set. If

u(t) at time ¢ satisfies ((1.5)-(|1.6]), then
u(t) € SOL(K, g(t,x(t),-)) :={u € R™: Ogm € g(t,x(t),u) + Ng(u)}.

2In particular applications an absolute continuity of x() can be “too much”.
3 T
See [13].



Properties of a solution mapping (t,x) = SOL(K, g(t,x,-)) are important
for the existence of a solution. The DVI contains a derivative of x(-), there-
fore x is called a differential variable. On the other hand the DVI does
not contain the derivative of u(-), therefore u is called an algebraic variable.
Similarly as in the case of ODEs, initial, boundary or another types of con-
ditions are usually added to this problem. We are going to consider DVIs
with initial conditions (ICs) only.

This problem was formulated in [6] for the first time. In Chapter 2 we
present theorems ensuring the existence of a solution to f. Nu-
merical methods will be discussed in Chapter 3. DVIs provide a powerful
modeling paradigm for many applied problems in which dynamics, inequalit-
ies, and discontinuities are present. For example contact dynamics, wherein
the dry friction occurs or electrical circuits containing diodes. Examples of
such models are presented in Chapter The great advantage of DVIs is
that ODEs and specific DIs are special types of DVIs.



Chapter 2

Theory of differential
variational inequalities

This chapter discusses different types of VIs and DVIs. Then several exist-
ence theorems of solutions of DVIs are presented.

2.1 Particular types of VIs and DVIs

In this section, we will present special types of VIs and DVIs. As we will
see later, for some special types, it is easier to obtain sufficient conditions
for the existence of a solution.

2.1.1 Variational inequalities

First, by Lemma the VI can be written as a non-smooth equation in
the form
pr(u—g(u)) =u
This form of the VI loses some good features of the function g such as
smoothness.
If K = R™, the VI reduces to an equation g(u) = Ogm. Indeed, for
arbitrary h € R™ a vector v := u 4 h lies in K. Therefore

(g(u),h) =0 for each heR™,

hence g(u) = Ogm.

VIs appear naturaly in conditional minimization of a convex differenti-
able function over a convex set K, where the vector g(u) is a gradient of
the objective function at u. Solutions of VI correspond to minima.

10



When the set K is a polyhedron and g(u) := Au + b, with A € R"*™
and b € R™, then VI is called the affine variational inequality, denoted AVI.
If the set K is a cond] then the VI is the problem to find u € R™ such
that
K*>g(u) LuekK,

where K* is a dual coneE| to K. The previous problem is called the comple-
mentary problem, denoted CP.

Let us show, that CP is equivalent to VI, when K is a cone. Implication
from CP to VI is trivial. For all v € K it holds

(v.g(u)) =20 = (u,g(u)),
(v—u,g(u)) >0.

The implication is proved.
We will prove implication from VI to CP. For all v € K it holds

(v—u,g(u) > 0,
(v.g(w)) = (u,g(u)).
We show that
(2.1) (u,g(w)) = 0.

Since u lies in the cone K, so do v := Ogm and v := 2u. Therefore

v=0gn : 0> (ug)),
v=2u : 0<(ugu)).

The equivalence is proved.
Moreover, if K = R, then K* = R’ and the CP is the problem to find
u € R™ such that
0=g(u) Lu=0,

which is called the nonlinear complementarity problem, denoted NCP. A
NPC with a function g(u) := Au+b, A € R™™ and b € R™, ie. the
problem to find u € R™, such that

0<Au+b_lLu>0,

1See Definition |A.1.4]
2See Definition [A.1.5
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is called the linear complementarity problem, denoted LCP. A parametric
version of a LCP has the form

0<Au+By+b_lLu>0,

where A € R™™ B e R™*% and b € R™.
Complementarity problems and variational inequalities are studied in
detail in [2].

2.1.2 Differential variational inequalities

Similarly to VIs, DVIs have several particular forms depending on f, g, and
K.

If K := R™, then a DVI reduces to the differential algebraic equation,
denoted DAE, i.e. the problem to find functions x : [a,b] — R™ and u :
[a,b] — R™, such that

x(t) = f(t,x(t),u(t)) and Orm = g(t,x(t),u(t)) for almost all ¢ € [a,b].

DAEs are studied in detail in [7].

Let K be a cone in R™ with a dual cone K*, then DVI is reduced to
the differential complementarity problem, denoted DCP, i.e. the problem to
find functions x : [a,b] — R™ and u : [a,b] — R™, such that

X(t) = f(t,x(t),u(t)),
K > u(t) Lg(t,x(t),u(t)) € K* for almost all ¢ € [a, b].

Moreover, if K = R, then the previous system is called the differential
nonlinear complementarity problem, denoted DNCP, and if

f(t,x,u) := Ax+ Bu + p,
g(t,x,u) := Cx+ Du+ q,

where A € R™*" B € R"™™ C ¢ R™" D € R™™ p € R" and q €
R™ are given, then NDCP reduces to a differential linear complementarity
problem, denoted DLCP.

Another problem mentioned in [12] is the differential mized variational
inequality, denoted DMVI, which is the problem to find an absolutely con-
tinuous function x : [a,b] — R™ and an integrable function u : [a,b] — R™
such that for almost all ¢ € [a, b] one has:

(2.2)

x(t) = f(t,x(t)) + B(t,x(t))u(t),
0< (h(t,x(t)) +g(u(t)),v—u(t)) + ¢(u) —¢(v) whenever veK,
u(t) e K,

12



where f : RxR®" - R, h : RxR® - R™ B : R x R*" — R"™ and
g : R™ — R™ are given, ¢ : R™ — (—o00, o] is lower semicontinuous convex
function and K is a non-empty closed convex set.

2.2 Reduction of DVIs to ODEs

First approach to obtain the existence of a solution of a DVI is to reduce it
to an ODE. We present theorems, which ensure that there is the only one
function u, such that u(¢,x) € SOL(K, g(t,x,-)) for each ¢ € [a, b] and also
that u is continuous in ¢ and (locally) Lipschitz continuous in x. Then a
composition of functions f and u satisfies assumptions of the classical ODE
theory. More precisely we reduce a DVI either locally or globally to the
initial value problem in the form

(2.3) x(t) = h(t,x(t)),

x(a) = Xg,

where h : R x R® — R" and x, € R".

2.2.1 Global reduction

In this section, we are going to focus on sufficient conditions for the existence
of a solution of DVIs, such that u : R x R® — R™ is Lipschitz continuous
on [a,b] x Q and the function x : R — R" is continuously differentable on
(a,b) and satisfies the initial condition x(a) = x, € 2. Here and further
is a non-empty closed subset of R".

We begin with unique existence of a solution of the parametric VI (see
for example [2]).

Theorem 2.2.1 Consider a parametric VI in the form
(25) Orm € g(ya 11) + NK(U),

where g : RY x R™ — R™, K is a non-empty closed convex subset of R™
and Q is a non-empty closed subset of RE. Suppose that

(i) g is continuous on X K,

(ii) there is L > 0 such that, for each u € K, the mapping g(-,u) is
Lipschitz continuous on § with the constant L,

13



(iii) there is pn > 0 such that

(g(y,u)—g(y,w),u—w) > pllu—w|?* whenever u,w € K and y € Q.

Then the solution mapping of (2.5)) is single-valued for all y € Q and
Lipschitz continuous on 2 with the constant L/ .

Proof. See [5, Theorem 2.2.1, p. 23]. m
The above statement will be combined with the following well-known result
from ODEs.

Theorem 2.2.2 (global unique existence) Consider the problem (2.3)
and suppose that h is continuous and let (a,x,) € R x R™ be given. Then
the following holds:

1. There ise > 0 and a solution of (2.3|) on an open interval (a—e,a+¢)
satisfying x(a) = X,.

2. If in addition we assume that h is linearly bounded, i.e. there exists
number o such that

IIh(t,x)|| < a(||x|| + 1) whenever (t,x) € R x R",
then there is a solution of (2.3]) on (—oo,00) such that x(a) = x,.

3. Moreover if h is globally Lipschitz in the second variable uniformly
with respect to the first one, i.e. there is L > 0 such that

IIh(t,x) —h(t,y)|| < L||lx —y| for allx,y € R" and t € R,

then there is a unique solution of (2.3) on (—o00,00) such that x(a) =
Xa-

Proof. See [14, Theorem 1.1, p. 178]. =
Now we show, how to apply the previous theorems to the autonomous DVI
in the form

whenever v € K,

(@)
m IA
®
M
=
c
=
<
\
e
=

where f : R" x R™ — R” and g : R" x R™ — R" are given mappings and
K is a non-empty closed convex subset of R™.

14



Suppose that g satisfies conditions (i)-(iii) in Theorem [2.2.1 Then
there is a (unique) Lipschitz continuous function u : © 3 x — u(x) €

L
SOL(K, g(x,-)) having Lipschitz constant — on €. Moreover assume that f
7
is Lipschitz continuous on 2 x K, that is, there exist numbers Ly, Ly > 0,
such that

[£(x1,u1) — f(x2,u2) | < Lx|x1 — x2|| + Lulju; — uzfl,

for each (x1,u1), (x2,u2) € Q x K. We show that the composition h(x) =
f(x,u(x)), x € Q, is Lipschitz continuous. For any x1,x2 € €, we have

[£(x1, u(x1)) = f(x2, u(x2))[| < Lullx1 = x2fl + Luflu(x1) — u(xz)]| <

< (Lot L,L

Mix1 —x2.
We arrive at
x = h(x).

By Theorem this ODE has a unique solution on [a, +o0] with x(a) =
X, € Q. We showed, that there is a unique C! function x(-) and a unique
Lipschitz continuous function u(-) solving the DVI.

Now consider non-empty sets Q@ C R", K C R™, [a,b] C R and a function
g :[a,b] x Q x K — R™. Impose the following assumptions on g:

(A) g(t, x,-) is continuous, uniformly P-function on the set K with a mod-
ulus that is independent of (¢,x), i.e. there is a constant x > 0 such
that

(26)  max (u - u)T(gi(tx,0) — gt x,w)) > wlu— o)

for all (t,x) € [a,b] x Q and u := (W)X, v := (W)Y, in K := 1Y, K?,
where K is a closed convex subset of R,

(B) g(+,-,u) is Lipschitz continuous with a constant independent of u, i.e.
there is L > 0 such that

(2.7) lg(t1,x,u) — gtz y, w)|| < L([t1 — t2| + [[x = y|),
for each (t1,x) € [a,b] X Q, (t2,y) € [a,0] x Q and u € K.

The following theorem was presented in [0, Theorem 5.1].
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Theorem 2.2.3 Let K = II}Y | K' where each K' is a closed conver subset
of R™i  with mi+ma+...+mpy := m. Assume g satisfies and (@ Then
there is a Lipschitz continuous function u : [a,b] x Q — K such that for each
pair (t,x) € [a,b] x Q, u(t,x) is the unique solution of the VI (K,g(t,x,")).

The previous theorem can be applied to non-autonomous DVI in the form

x(t) = f(t,x(t),u(t)),
0 < (g(t,x(t),u(t)),v—u(t)) whenever v e K,
€ K.

Similarly as in the previous case. By Theorem the DVI can be reduced
to the ODE in the form

x(t) = £(t,x(t),u(t,x(t))) := h(t,x(t)),

where u(t,x) € SOL(K, g(t,x,-)). Then we use Theorem with appro-
priate properties of f and an initial condition.

The following proposition shows necessary and sufficient condition for
existence of an unique C! trajectory x(¢) on [a, +00] solving an initial value
problem for the semi-affine autonomous DVI in the form

x(t) = f(x(t)) +Bu(t), x(a)=x,€R",
(2.8) 0< (Cx(t)+Du(t),v—u(t)) whenever vekK,
u(t) e K,

where f : R — R", B € R"*™, C € R™*" and D € R™*™ are given and K
is a closed convex subset of R™.
The following proposition was presented in [6].

Proposition 2.2.1 Let f : R® — R"™ be Lipschitz continuous and let K C
R™ be polyhedral. A necessary and sufficient condition for to have
a unique O solution trajectory x(t) on [a,+oc0) for all x, € R™ is that
BSOL(K,Cx + D) is a singleton for all x € R".

Proof. See [6, Proposition 5.1, p. 367]. =
Now, we can formulate the following corollary.

Corollary 2.2.1 Let f: R™ — R™ be Lipschitz continuous and let K C R™
be polyhedral. Suppose symmetric part of D € R™*™ has positive eigen-
values, then has unique C' solution trajectory x(t) on [a,+00) for
arbitrary x, € R™.

16



Proof.
1. Clearly the vector function Cx 4+ Du is Lipschitz continuous on R" x
R™.

2. Let u :=uy —uy for u;,us € R™ : u; # us. Denote by Da symmetric
part of D and Anj, its smallest eigenvalue. By using properties of
Rayleigh quotient and Lemmas |A.2.3| and |[A.2.4] it holds

D D
< u,211> _ < u7;1> 2 )\min > O7
[ul [ull

therefore
(Du; — Dug, uj — u2) > Apin[lus — ug)?,

for each uy,up € R™.

Assumptions of Theorem are satisfied with Q := R”, g(x,u) := Cx +
Du. Therefore for arbitrary B € R™*™ the set BSOL(K,Cx + D) is
singleton for each x € R™. By Proposition the initial value prob-
lem (2.8) has unique C! solution trajectory x(t) on [a,+o0] for arbitrary
x(a) =%, €R". m
Consider an initial value problem for DVI in the form

x(t) =f(x(t)) + B(x(t))u(t), =x(a)=x,€R",
(2.9) 0 < (I(x(t)) + g(u(t)),v —u(t)) whenever veK,

u(t) € K,
where K is a non-empty closed convex subset of R™ f : R - R" B : R" —
R™™ 1:R"™ — R™ and g : R™ — R™ are given.

The following theorem gives conditions for an uniqueness of a solution

(x(-),u(+)) of the DVI on the interval [a,b] and was presented in [I1].

Theorem 2.2.4 Suppose that
1. K CR™ is a closed and convex set,

2. £,B and V1 are locally Lipschitz continuous on R™, where V1(x) is the
Jacobi matriz of 1 at x,

3. g is monotone on R,

4. V1I(x)B(x) is symmetric positive definite matriz for all x € R,
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5. all solutions of the problem (2.9)) have bounded u(-) on the interval
[a,b].

Then the solution (x(-),u(-)) to (2.9) is unique on [a,b].

Proof. See [I1, Theorem 4.3, p. 816] m
In general, there may exist more then one u(-) solving the algebraic con-
straint in a DVI and not all of them are Lipschitz continuous on [a, b]. Let
us illustrate this on a simple DAE.

Example 2.2.1 Consider the DAFE in the form

e(t) = —x(t) —ud),
0 = Jul®)+ =) - ut) —z(t)] - u®).

The graph of the solution mapping is in Figure [2.1d. It is easy to see,

10

05

-10 -05 -1.0 -05

Figure 2.1: Solution mappings.

that this mapping has three global selections and all of them are Lipschitz
continuous on R. More precisely

R>xz+— SOLR,| +z|— | —2| —) = {227,0, —22T}.
So the DAFE consists of three different differential equations:
1. %(t) = —x(t) — 227 (t),
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2. &(t) = —x(t),
3. 2(t) = —z(t) + 22" (¢).
Further, consider the DAE in the form

at) = —a()—ud),
0 = u(t)® —ut)x(t).

The solution mapping of the algebraic equation is in Figure[2.18. Obviously,
the mapping has three continuous selections. More precisely

R >z +— SOL(R, (1)* = (-)2) = {(sgn (2)/|z])*, 0, —(sgn () v/]a]) *}.

So this mapping has only one global selection, which is Lipschitz con-
tinuous on R. This motivates our investigation of local selections instead of
global ones in the next subsection.

2.2.2 Local reduction

Unlike the previous section, we are going to focus on the local solvability of
an initial value problem for DVIs. We present sufficient conditions, such that
for u, € SOL(K, g(a,x,,")), where (a,%x,) € R x R" is a given point, there
are « > 0, a neighborhood U of x, and the unique (Lipschitz) continuous
function u : [a,a + a] x U — R™ satisfying u(a) = u, and

u(t,x) € SOL(K, g(t,x,-)) for each (t,x) € [a,a+ a] x U.

Therefore a DVI is equivalent to an ODE with a (Lipschitz) continuous
right-hand side on the set [a,a + a] x U. Then by ODE theory, there is
a (unique) smooth solution x : [a,a + a] — R" satisfying (2.3)—(2.4) with
h=fou.

Recall some important properties of set-valued mappings. The mapping
¢ : R™ = R™ with y € ®(u) is strongly metrically reqgular at u for y, if
the mapping S := ®~! has a Lipschitz continuous single-valued localization
around ¥ for 1, i.e. for some neighbourhoods U of @t and V' of ¥ we have

S(y)nU={s(y)} if yeV,

where s : V' — U is a Lipschitz function. The set-valued mapping & is
called metrically reqular at @ for y if there is a constant x > 0 along with
neighborhoods V' of y and U of 1 such that

d (u, <I>_1(y)) < kd(y,®(u)) whenever (u,y)eU x V.
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Consider the parametric generalized equation in the form
(2.10) Ogm € g(p,u) + F(u),

where g : R x R”™ — R™ and F : R™ = R™ are given.
Now we present some results from GE theory (see for example [12]).

Theorem 2.2.5 Let F : R™ == R™ be a given set-valued mapping, g :
R? x R™ — R™ be a continuously differentiable function and S be a solution
mapping of witha € S(p). Suppose that g(p,u)+Vug(p,u)(-—u)+F
1s strongly metrically reqular at u for Ogm. Then S has a localization around
p for u, which is Lipschitz continuous.

Proof. See [5]. m
Let © C R? be a non-empty set, which contains a point X, the reqular
normal cone to ) at X is the set

No(X) := {§ cR%: limsupM < O}.

Qsx-x (X —X||

The limiting normal cone Ng(X) to Q at X contains all £ € R? for which
there are sequences (X )ren in Q and (&)ren in R? converging to X and &,
respectively, such that & € Ng (x*) for each k € N. Note that for a convex
set () we get the normal cone introduced in Definition [1.1.2

The Bouligand paratingent cone To(X) to § at X contains those v € R?
for which there are sequences (¢ )ren in (0, +00), (Vi )zen in R, and (%3 )ren
in €2 converging to 0, v, and X, respectively, such that x;+t; vy € 2 whenever
ke N.

The following theorem gives us the criterion for verification of the strong
metric regularity (for example see [16]) in Theorem .

Theorem 2.2.6 Consider the mapping ® := g + F where g : R™ — R™
s continuously differentiable on R™, F : R™ =% R™ has closed graph and
m

there are F; : R =3 R, 1 € {1,...,m}, such that F(u) = [[ Fi(u;) whenever
u=(ug,...,un) €ER™. Lety,ucR™ and v :=y — gzlzil) Then
1. ® is metrically reqular at U for y if and only if
(Vg(@)"¢,€) € —Ngpnr((W,v)) = & = Opm,
2. ® is strongly metrically reqular at a for y if and only if
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(a) for each neighborhood U of  there is a neighborhood V' of y such
that ®~(y) N U # ) whenevery € V,

(b) ~
(b, —Vg(t)b) € Tyonr((1,¥)) = b = Ogm.

Note that instead of verifying the condition 2.(a) it is sufficient to verify the
metric regularity of ® at u for y.

Recall that for a given set-valued mapping S : R = R™ and a point
(p,u) € gph S, a selection for S around p for u is any single-valued mapping
s defined on a neighbourhood V' of p such that

s(p)=u and s(p) € S(p) foreach peV.

And S is locally monotone at (p,u) € gphS if there is a neighborhood W
of (p,u) such that

(2.11) (p—p,a—u) >0 whenever (p,u),(p,ua)e€ gphSNW.

The following statement guarantees that if we have a selection of a set-valued
mapping in hand, then it is a localization of the mapping and conversely. In
addition, the theorem holds even if we replace the continuity by the Lipschitz
continuity.

Lemma 2.2.1 A set-valued mapping S : R™ = R™, which is locally mono-
tone at (p,u) € gphS, has a single-valued continuous localization around p
for a if and only if it has a continuous selection around p for u.

Proof. We shall imitate the proof of [5, Theorem 2.4.1]. Find W such
that (2.11) holds. By assumptions there are ri,72 > 0 and a continuous
function s : R™ — R™, such that

B(p,r1) x B(@,r) CW and s(B(p,r1)) C B(w,ra).
Fix any p € B(p,r1). The continuity of s at p means that
(2.12Ye > 0,35 > 0,¥p € R™ : |p' — p|| < § = [|s(p’) — s(p)| < e.

Clearly we have s(p) € B(u,r2). Therefore, the point s(p) lies in S(p) N
B(a,r2). It suffices to show that the latter set is singleton. Suppose that
this is not the case. Find u € R™ such that

u e S(p)NB(u,r2) with u#s(p).
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Let b := |ju —s(p)|| and ¢ := (u — s(p))/b, which means that
(2.13) b>0, |c]|=1, and (u,c)=>b+ (s(p),c).

Fix € > 0 such that ¢ < b. There is a positive § such that the implication
in (2.12)) holds. Find 7 > 0 that p + 7c € B(p, 1) N B(p,d). Since |[c|| =1,
the Cauchy-Schwartz inequality and the continuity of s imply that

(2.14) (s(p+7¢) —s(p),c) < [ls(p+7c)—sp)lc] < e
Since (p + 7¢,s(p + 7¢)) and (p,u) are in gph SN W, (2.11)) reveals that
(2.15) 0 < (s(p+7c)—u,p+7c—p) = 7(s(p+7¢c) —u,c).
Now, we may estimate

@-13)
b+(s(p),c) = (u,c) (s(p+7c),c) (s(p), c)+e < (s(p), c)+b.
We arrived at a contradiction, therefore S(p) N B(u,r2) = {s(p)} for each
p € B(p,r1). The opposite direction is trivial. m
If we want to apply the previous result to a DVI, it is necessary to have a
VI in the form

(2.16) Ogm € g(p,u) + Ng(u),

= <

where g : R™ x R™ — R™ and K C R™ is a non-empty closed convex set.
By the setting p = (¢,x) in the non-autonomous case of the VI or p = x
in the autonomous case and m = n we get . Similarly, let p = (a,Xg)
or p = X,. Suppose that the solution mapping S of satisfies (12.11])
around (p,u,) € gph S and that there is a continuous selection for u(p) of
S around p for u,. Then we can reduce a DVI to an ODE with a continuous
right-hand side around (p, u,).

The following theorem guarantees local existence of a solution of an
initial value problem for an ODE, which has a continuous right-hand side
(see for example [3]).

Theorem 2.2.7 (Cauchy-Peano Theorem) Consider the initial value prob-

lem (2.3)—(2.4). Assume h(-,-) € C(Q,R"™), where
Q:={(t,x) eRxR": [t —a| < a,|x—x4| <5}

for some a > 0 and 8 > 0. Then the problem ({2.3))-(2.4)) has a solution on
[a —y,a+ ] with ||x(t) — x4|| < b, fort € [a —,a+ ], where

v = min{a B}
"M
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and
M := max ||h(¢,x)]||.
(t,x)e
Proof. See [3, Theorem 8.13, p. 358]. m

We can apply Theorem to a parametric VI, which is a part of a DVI.
This theorem guarantees, that a VI has a locally unique solution, which
is locally Lipschitz continuous. If an ODE that appears in a DVI, has a
(locally) Lipschitz continuous right-hand side, then the composition of the
right-hand side and the solution of the VI is a locally Lipschitz continu-
ous function. Therefore we can reduce the DVI into an ODE with a locally
Lipschitz continuous right-hand side. The following well-know theorem guar-
antees, that an initial value problem for such an ODE has a locally unique
solution.

Theorem 2.2.8 (Picard-Lindel6f Theorem) Consider the initial value
problem (2.3)—(2.4). Let the assumptions of Theorem be satisfied and

suppose that for some k > 0 we have
|h(t,x) —h(t,y)| < k|x —y| whenver x,y € B[X,, 5] and t € [a,a + a].

Then there is vy € (0, «] such that the initial value problem (2.3)—(2.4) has a

unique solution x(-) on [a,a + ]. Furthermore,
x(t) € B[xq, 8] whenever t € [a,a+ 7).

Proof. See [3, Theorem 8.27, p. 350 |. m
Finally, we present the existence theorem for DMVIs, which was stated
in [12].

Theorem 2.2.9 Let K C R™ be a non-empty compact convexr set. Let
f:RxR" 5 R"h:RxR" = R"™ and B : R x R" — R"™ ™ be Lipschitz
continuous and B be a bounded matriz-valued function on [a,b] x R™, i.e.

swp Bt x)] < +oo,
(t,x)E€la,b] xR™

Let g : R™ — R™ be a monotone, continuous vector function and ¢ : R™ —

(—00,+00] be a proper lower semi-continuous convex function. Then an
initial value problem for (2.2) with x(a) = xq € R™ has a solution on [a, b].

Proof. See [12]. m
If p(u) =0, a DMVI (2.2) reduces to a DVI and Theorem can be
applied.
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2.3 Reformulation of DVIs as DIs

Second approach to obtain existence of a solution of a DVI with IC is to
formulate it as an initial value problem for DIs. Given an open subset
D c R"*! containing a point (a,x,) we are looking for the solution of the
DI on [a,a + ], for some a > 0, with

such that x(a) = x,. It reads as
(2.17) x(t) € F(t,x(t)) for almost all t € (a,a + ),
' x(a) = Xq.

If the set-valued function F has appropriate properties, then we can apply
the following existence theorem by A. F. Filippov from [4].

Theorem 2.3.1 (Local existence) Let () be an open convex subset of R*+1
which contains a point (a,x,) € R". Suppose that F : R"t1 = R” satisfies
for each (t,x) € Q the following conditions:

(i) the set F(t,x) is non-empty, bounded, closed and converz,

(ii) F is Pompeiu-Hausdorff upper/outer semi-continuous at (¢,x), i.e.
for each € > 0 there exists 6 > 0 such that

I(s,¥) — (t,x)|| <6 implies that F(s,y) C F(t,x) + B(Orn,¢).

Then the differential inclusion (2.17)) has a solution.
If, in addition, F satisfies one-sided Lipschitz condition in €2, i.e. there
18 a non-negative Lebesgue integmbl(ﬂ function | such that

(2.18) (u—v,x—y) < I({t)]x -yl

whenever (t,x), (t,y) € Q, u € F(t,x), v € F(t,y), then the solution is
unique.

Proof. See [5, Theorem 3.1.1, p. 42]. m
Let us mention also global version.

Theorem 2.3.2 (Global existence) Given (a,x,) € R x R" and b > a,
let Q :=[a,b] x R™. Suppose that F : Q = R" satisfies the following condi-
tions

3see [13]
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(i) F(t,x) is non-empty, closed and convez for each (t,x) € Q,

(ii) F is Pompeiu-Hausdorff upper/outer semi-continuous at each (t,x) €
Q,

(i1i) F is a linearly bounded on ), i.e. there exists o > 0 such that

Iz < a(||x||+1) whenever z e F(t,x) and (t,x) € Q.

Then the differential inclusion (2.17)) has a solution on [a,b].
If F satisfies the one-sided Lipschitz condition (2.18) in Q, then the
solution is unique.

Now, consider an IVP for an autonomous DI in the form
(2.19)

where F : R® = R"™ and x, € R™.

Theorem 2.3.3 (Unique existence) Suppose that F : R" = R" is a
mazximal monotone set-valued function, which is a linearly bounded, i.e.
there exists o > 0 such that

lz|| < a(||x||+ 1) whenever z € F(x) and x € R"™.

Then the differential inclusion (2.19) has a unique solution on [a,+00) for
arbitrary x, € R".

Proof. See [§]. m
Consider a DVI in the form
x(t) = £(t,x(1)) + B(t, x(?))u(t),
(2.20) 0 < (h(t,x(t)) + g(u(t)),v —u(t)) whenever v € K,
u(t) € K,
where K is a non-empty closed convex subset of R™,f : R x R — R™", B :
RxR* - R"™ h:RxR"— R™and g: R™ — R™.
Presented existence theorems can be combined with the following pro-
position.

Proposition 2.3.1 ([6]) Suppose that
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1. g s continuous,
2. £,B and h are locally Lipschitz continuous on [a,b] x R™,

3. B is a bounded matriz-valued function on [a,b] x R™, i.e. for some
matriz norm || - || it holds

sup  ||B(t,x)|| < 4o0.
(t,x)€la,b] xR™

Moreover, suppose that there exists a constant p > 0 such that
(2.21) sup{[lul| : u € SOL(K,q+g)} < p(1+ [al|)

for all q € h([a,b] x R™) and that an initial value problem for the DI in the
form

x € F(t,x) := {f(t,x) + B(t,x)u: u € SOL(K,h(t,x) +g)},
x(a) = x4 € R",

has a solution on [a,b]. Then (2.20) has a solution on [a,b] with x(a) = X,.

Proof. See [6, Proposition 6.1, p. 375]. ®
Let us mention [6, Proposition 6.2] which says that if g is monotone and
there exists 1 € K such that

_N\T
lim inf (u—w) g > 0,
ueK, ||luf|—+oo [ul|

then SOL(K,q + g) is non-empty, closed and convex and ([2.21]) holds for
for all q € h([a,b] x R™).

Example 2.3.1 Consider a DVI in the form

(2.22) 0
0

Clearly, the solution mapping of the VI has the form

{2}, for x>0,
SOL(Ry,z) =< [0,2],  for x=0,
0 otherwise.
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We reduce the DVI into the DI in the form

z(t) € sin(t) + 2 — SOL(R4, z) =: F(t,x).

Then
{sint}, for x>0,
F(t,x) = ¢ [sint,sint+2]  for x=0,
0 otherwise.

Apparently, the right hand side satisfies assumptions (i) and (iii) in Theorem
[2:3.9 with « = 3 on R x R".

Because gph F' is a closed set and F(t,z) is a bounded set for each
(t,z) € R x Ry, then by Lemma the right-hand side F' is Pompeiu-
Hausdorff upper/outer semi-continuous at each (t,x) € RxR, therefore (ii)
is satisfied too. By Theorem[2.3.3 an IVP for the DI has a solution. By set-
ting K =R2 ,u= (2—v,v)T, f(t,x) =sint, h(t,z) = (z,2)7, g(u) = (0,0)
and the element by 1 of the matriz B(t,z) € R**? is equal to one and other
elements are zeros, then we get . It is easy to see, that g is continu-
ous, that functions f,B,h are Lipschitz continuous, B(t,z) is the bounded
matriz-valued function for any (t,x) € R x R and

sup{|u| : w € SOL(R4+,q)} <2<2(|q|+1) whenever qe€R.

Therefore by Proposition the IVP (2.22)) has a solution.
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Chapter 3

Numerical methods

“One should not do math with
numbers.”

Jakub Janousek
during ODEs class

In this chapter we will present numerical methods for solving GEs and
DVIs. If we will looking for a numerical solution on the fixed interval [a, b]
with a < b, we are consider the uniform grid with NV + 1 points such that

a:t0<t1<t2<...tN_1<tN:b,

where b
ti=a+hi with h::%, i=0,1,2,...,N.

3.1 Euler-Newton path-following method for GEs

In this section, we will present the Euler-Newton path-following method
from [I§] and its modification. We apply these methods on a parametric
GE in the form

(3.1) p(t) € g(u(t)) + F(u(t)) for t€ [a,b],

where p : R — R™ is Lipschitz continuous function, g : R™ — R™ is
differentiable with locally Lipschitz continuous derivative and F : R”™ = R™
has closed graph. Denote u(-) an exact solution of the previous problem.
We begin with the original method. In addition, it is requested that
p() € CY([a,b],R™) and g(-) € C*(R™,R™). The predictor and corrector
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steps of the method consist of solving two generalized equations with linear
single-valued part:

(3.2) g(w;) — p(ti) — hp'(t:) + Vg(wi)(viy1 — ;) + F(vig1) 3 Opm,
T\ &8(Vig1) = P(tiv1) + VE(Vie1) (it — Vig1) + F(ui1) 3 Opm,

where ug is an exact solution of at time a. In the general case, we
cannot expect the exact solution u(-) to be smooth but it is only Lipschitz
continuous. Therefore a piecewise linear interpolation will have error of
order O(h) in the uniform norm over the interval [a,b]. On the other hand,
the following theorem guarantees that the grid error has order O(h%).

Theorem 3.1.1 ([18]) Let u(-) be a Lipschitz continuous solution of the
problem with a continuously differentiable p : [a,b] — R™, a twice
continuously differentiable g : R™ — R™, and F : R™ = R™ having closed
graph. Suppose that for each t € [a,b] the mapping

R™ 5 v o Hy(v) = g(a(t)) - p(t) + Vg(a(t))(v — a(t)) + F(v) C R”

is strongly metrically regular at u(t) for Ogm. Let ug = u(a). Then there
exist positive constants ¢ and B and Ng € N such that for any natural N >
Ny the iteration generates unique (ui)f\il starting from ug and such
that u; € B(u(t;),B) fori=0,1,...,N. Moreover, we have

(3.3) o@??v”ui —a(t)|| < ch.

We are going present our modification of . In general case, the
exact solution at time a of is difficult to get, especially if there is not
the only one. Hence it is better idea to use a point near the exact solution
instead, such that for given A > 0, up € B[u(a), Ah*]. This approximate
solution can be obtained by using another numerical method, for example
see Section

Further, in the first equation in we replace derivative of p(-) by
a backward finite-difference quotient. Thus we get rid of the assumptions
that the function p(-) is continuously differentiable. Moreover we admit that
the first equation can be solved inaccurately. Therefore we can add to the
right-hand side elements of a sequence which are close to zero, such that
e; € B[Ogm Ah?]. After these changes, we get

(3.4) g(w;) — p(ti+1) + Vg(wi)(vit1 — w) + F(vi1) 3 e,
| 8(Vit1) = P(tit1) + VE(Vit1) (Wit — Vigr) + F(ip1) 3 Opm.

It turns out that (3.2) and (3.4)) have same order of the grid error.
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Theorem 3.1.2 Let u(-) be a Lipschitz continuous solution of the problem
with a Lipschitz continuous p : [a,b] — R™, a differentiable g : R™ —
R™ such that Vg(-) is locally Lipchitz continuous at each point of R™, and
F : R™ = R™ having closed graph. Suppose that for each t € [a,b] the

mapping
R™ > v = Hy(v) := g(u(t)) — p(t) + Vg(u(t))(v — u(t)) + F(v) C R™

is strongly metrically reqular at u(t) for Ogm. Then for any A > 0 there
are Ng € N, a > 0, and ¢ > 0 such that for each N > Ny and each ug €
Blu(a), AR, the iteration (3-4), with the initial point uy, generates unique
(W)X, verifying such that w; € Blu(t;), o] for each i € {1,...,N}.

The great advantage of (3.4)) is its usability if the function p(-) is not exactly
known but p(¢;) are discrete values of some measurement.

3.2 Solving GEs by minimalization

In this section, we present one idea how to solve GEs by using minimal-
ization. Let g : R™ — R be a continuously differentiable function and
h : R™ — R be a locally Lipschitz function. It is known that if u is a
minimum of g + h then

Opm € dc(g(u) + h(u)),
and by Proposition we have the GE in the form
Orm € Vg(u) 4+ 0ch(u).

So if we want to solve the GE in the previous form, we can reformulate it
to finding minima of convex function g + h. To this problem can be applied
some numerical methods for non-smooth minimization (see for example [22]).

Example 3.2.1 Consider GE in the form
Ogm € Au+ b + F(u),

where A € R™*™ s symmetric positive definite matriz, b € R™ and F =
I Sgny yi(ui), where Vi < Vy for each i € {1,2,...,m}. This GE can be
reformulated as finding minima of the function

1 m
iuTAu +u’b + Z fi(ui)

=1
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where

filwi) =

Vfui for wu; <0,
Vfui for wu; > 0.

3.3 Time-stepping schemes for DVIs

In this section, we present time-stepping methods for solving initial value
problems for the DVI on the interval [a, b] with x(a) = X, € R". We replace
the time derivative x by a backward finite-difference quotient such that

X(tiy1) — x(t;)
h

In addition we denote u; = u(t;) and x; = x(t;) with xg = x,. We want to
compute two finite sets of vectors

X(ti+1) ~ for i:0,1,2,...,N.

{x1,%2,...,xy} CR" and {uj,uy,..,uy} CR™

For a number 6 € [0,1], we distinguish an explicit (§ = 1), an implicit
(0 =0), or a semi-implicit (§ € (0,1)) discretization of an ODE.

In [6], authors introduced two Moreau’s time-stepping schemes for a
general DVI.

The first variant has the form
Xiy1 = X+ hf (i1, 0% + (1 — 0)Xi41, Wig1),

3.5
( ) Uit € SOL(K,g(tH_l,Xi—&-la ))7

in which the VI is satisfied exactly by each iterate (x;+1,u;11) at time #;41.
The second variant has the form

Xip1 = X+ (L1, 0% + (1 — 0)xi41,ui41),
W41 € SOL(Kag(tiJrlaXi) ))7

which allows to solve the VI first and then plug it into the first equation.
Clearly, the scheme (3.5 can be written as VI (R™ x K, H;y;), where

x — x; — hf(tit1,0%; + (1 — 0)x,u)
g(tiJrlv X, u)
The scheme (3.5 for the DLCP reads as

Xi+1 — X4

H;i(x,u) = ( ) for (x,u) € R"xK.

= A((1-0)xit1+0x;) + Bujp1 +p,

(3.6) Orm = yit1 L uip1 = Ogm,

Yi+1 = Cxi41+Duiyq +q,
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For h small enough, the matrix I,, — A(1 — #)A is non-singular and denote
W= (I, — h(1—60)A)",
one sees that the next step u;1 solves

Opm < Wiy, L CW (In n h0A>xi + hCWp + q+ (hCWB + D) ui;1 = Ogm.
|\ ——
M

d;
Having u;4; in hand, we compute the new state x;11 by
Xit1 = W((In + hGA)xl + h(Bqu + p))

The above discussion reveals that, at each step, one has for given d € R™
find a solution u € R of

(37) ORm <u 1L d+Mu >~ 0Rm7

where the matrix M € R"*™ depends on a particular choice of the scheme.
If M is a P-matrix then always has a unique solution. Further, we focus
on the numerical solving of . This problem has important applications
in mechanics, for example in case of unilateral constraints and Coulomb
friction. The corresponding discretization scheme introduced in [6] has the
form

Xir1 = X; + hf(tiy1, 0% + (1 — 0)xi11) + B(ti, xi) w41,

3.8
(3:8) u; 1 € SOL(K, h(tir1,%41) + &)

Now we present sufficient conditions for the convergence.

Let ¥ : RY — R! be a Lipschitz continuous function, E € R™>*™ be a
matrix, ker E be the null space of E with dimension & and (ker E)* be its
orthogonal complement with dimension m — k. Further K; and K9 be the
orthogonal projection of the set K onto ker E and (ker E)*, respectively.
Let columns of a matrix W € R”*(m~*) be elements of orthonormal basis
of (ker E)* and Y := (EW)? o ¥ o EW. In addition, we assume:

(A) f,B, and g are Lipschitz continuous functions on [a, b] x R™,
(B) B is bounded on [a,b] x R™, that is

sup  [|B(t, x)| < +oc,
(t,x)E€[a,b] xR
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(C) there is n > 0 such that
(u; —u) ' (h(t, r 4+ B(tz,x)u;) —h(ty, r + B(to, x)uy)) > nllu; — uyl|?
for all x,r € R", uj,us € R™ and t1,t2 € [a, b,

(D) g:=ET o UoE,

(E) K1 & Ky = K,

(F) there is ' > 0 such that

(T = YWNTA=N)>7||x=XN||* foreach AN € R™F,

The following theorem guarantees convergence of the scheme under previous
conditions.

Theorem 3.3.1 Let K be a closed convex cone in R™ and 6 € [0,1] be
a given scalar. Let (A)-(F) be satisfied. Moreover assume that V(0pi) =
Ogp:i. A positive scalar h > 0 exist such that for all x, € R™ for which
SOL(K,h(a,x,) +g) # 0 and for all h € (0,h)], a unique pair (X;1+1,0;11)
exist satisfying foralli=0,1,...,N.

Proof. See [6, Theorem 8.1, p. 405 m
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Chapter 4

Models

“Are you familiar with old robot
saying, “Does not compute”?”

Bender Bending Rodriguez
series Futurama

In this chapter, we present some problems that appear in mechanics, in
electrical circuit theory and in economics. We use DVIs and GEs to describe
them.

We begin with contact dynamics involving Coulomb friction, an impact
of a rigid body and an impact of a non-rigid body. Further, we focus on the
behavior of electrical circuits containing non-smooth elements such a diodes.
At the end, we present one economic model describing a market equilibrium
of pure exchange economy which depends on time.

We illustrate how to verify the existence of a solution by utilizing theory
from the previous chapters. In all examples we provide numerical simula-
tions. We also derive formulas for the exact solution to some of the above
mentioned problems with initial value conditions.

4.1 Mechanical models

We present a DVI formulation of some problems arising in contact mechan-
ics. A contact of a body with a rigid or a non-rigid surface involving Coulomb
friction, an impact or an interpenetration of the surface is considered.

We denote by m > 0 a mass of a moving body, by g a gravitational
constant, by p > 0 a coefficient of Coulomb friction, and by k& > 0 a stiffness
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of a spring. For k& = 0 there is no spring and for p = 0 there is no Coulomb
friction.

x( - x(

It
ymg m @ (©) " @

o
(a) Example (b) Example

Figure 4.1: Bodies with Coloumb friction.

Example 4.1.1 (Coulomb friction between body and surface) Consider a
rigid body having a contact with a solid surface in Figure[.1d. The external
force, given by a function l : R — R, drags the body across the surface. Let
x(t) be a horizontal position of the body at time t and we denote v(t) := x(t).
Then Newton’s second law of motion gives us the differential inclusion in the
form

(4.1) mi(t) € U(t) — pmg Sgn_y 1 (v(t)).
Further, we can write Sgn_; ; (v) = 1 — w, where w satisfies

wlv+v™ >0,

0 <
0 < v 12—w>0,

then the DVI formulation of this problem has the form

mo(t) = I(t) — pmg(l —w(t)),
0 w(t) Lo(t) +v (t) >0,

<
0 < v (t)L2—w(t)>0.

Now, we focus on the existence of a solution. If [(t) = 0, then it holds

o (pmg| - )(¢) = pmg Sgn_y 1 (v) == F(v),
hence F is both mazimal monotondl] and linearly bounded, because
sup{|2| : z € pmgSgn_, 1 (v)} < pmg < pmg(|v] +1)
1See Definition and Proposition
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for each v € R. Therefore (4.1)) has a unique solution on [0,400) by Theorem
for an arbitrary v(0) = vy € R.

By setting K = R%2,z = v,u = (w,v"), f(t,x) = —pmg, B(t,x) =

umg,h(t,z) = (v+v7,2) and g(u) = (0, —w) we get (2.20). It is easy
to see, that g is continuous, f,B,h are Lipschitz continuous and B is a
bounded.

The solution mapping of the VI has the form
SOL(R2+7 (U +uv, 2-— )) - Sgn—l,l(v)a
and hence it holds
sup{|z| : z € Sgn_y1(¢)} <1 <|g[+1
for each q € R. Therefore by Proposition the DVI has a solution with
v(0) = vp.
An ezact solution of an IVP for this problem has the following forms:
1. If f(t) =0, then

—sgn (vo)ugt +vo  fort € [0, mq :
g

v(t) = 0
0 fort > ﬂ,
gy
|vo
1 —sgn(vg) forte [0,—|,
1 fort > %,
gu
2. If f(t) = sin(t) and pgm > 1, then
t)—1
iy = { s toomgt + o0 = SO=L forve fo.n,
0 fort > tg,
1 —sgn(vg) fort e [0,to],
w(t) =
1 fort > to,
where
cost —1

to = min{t > 0: —sgn (vo)gut + vo —

0}.
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The exact solution was obtained using considerations about its physical mean-
ing. The body moves until it stops and then stays in place if the external
force on the body is smaller than or equal to the force caused by the Coulomb
friction.

For a numerical implementation we use the scheme with o discret-
ization step h > 0, therefore we have

muipr = v+ h(lipg — pmg(l — wigr)),
0 < wit1 Lvigr + (vig1)” >0,
0 < (vit1)” L2—wiy1 >0,

where we denote l(tiv1) = liy1. Now, we are able to get w;y1 independently
of viy1, that is

9 for v; < —hljy1 — ghmy,
0 for vi > ghmu — hlitq,
Y= hlit1 + v
1— 2222 for ghmp — hlipr > v; > —hlitq — ghmp.

ghmyp

Graphs of solutions and the absolute errors of the numerical solutions are
in Figure[{.3. Note, that the first components of solutions are non-smooth
and the second ones are discontinuous.

Example 4.1.2 (Harmonic oscillator with Coulomb friction) Consider a
rigid body in the gravitation field having a contact with a solid surface in Fig-
ure[4. 10 In addition, the Coulomb friction arises between the body and the
surface. The body and the zero point are connected by a solid spring. Denote
x(t) a horizontal position of the body at time t. Then the second Newton’s
law gives us

(4.2) mi(t) € —ka(t) — pSen_y 1 (#(1)) = L(x(t), &(1)).

Now we focus on the existence of a solution of the previous DI. For each
r >0, it holds

L(B((z1,x2),7r)) C [~k(z1 +71) — p, —k(x1 —r) + pl,

for each (x1,x2) € R x R, hence L is locally bounded. Clearly, gph L is a
closed set, therefore the function L is Pompeiu-Hausdorff upper/outer semi-
continuous by Theorem . Apparently, L(x1,x2) is a non-empty conver
set for each (x1,72) € R X R and

sup{lyl,y € [=k(z1 +7) — p, =k(z1 =) + pl} < (kr+ @) (|21, 22)[| + 1),
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for each (x1,x2) € R x R. Then the system

ai(t) = wa(t),
mis(t) € —kxi(t) —pSgn_y; (22(1)),
where x1(t) := x(t) and x5(t) := x(t), has a solution on [0,+00) with any

1natial condition by Theorem |2.5.2
We introduce a new variable u, such that

Sgn—1,1(372) = l—-u,
and u satisfies

0 < wlaj >0,

0 < z, L2—u>0.

Hence, the problem can be reformulated as the DVI in the form

.fl(t) = l‘z(t),
mis(t) = —kxi(t) — p(l —u(t)),
0 < w(t) Lazf(t)>0,
0 < z,(t) L2—u(t)>0.

The ezxact solution of the initial value problem for this DVI has the following
form. First, we define a function |-] fory € R by

ly] for y— ly] €[0,0.5],
lyl:==1q ly]+1  for y—ly] €(0.5,1),
0 otherwise

where || is a floor function.
For simplicity we put \ = B and B = E If |21(0)] > AB~! and
m m

22(0) = 0, we define the sequence

and the sequence of functions

(—=1)"Asgn (21(0)) + cos (v/Bt)(1(0)8 — (A + 2An) sgn (21(0))

fu(t) == 5
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forn € NU{0} and the natural number

Then the solution at time t is given by

( fo(t) for te€0,t],
fi(t)  for te (t1,ta],

fa(t)  for te (th_1,tz],
[a(tz)  for t>t5,

xa(t) = @1(t),
_ mig(t)ﬁ-,@ﬂ?ﬂt)

1.
h +

Note that the derivative is considered only where it exists.
If £1(0) € [-AB"Y, AB71] and 22(0) = 0, then the solution at time t has
the form

z1(t) = x1(0) for te[0,400),
xo(t) = 0 for te€0,400),
u(t) = ﬁx;(o) +1 for te[0,+00).

If |71 (0)] > AB™L or 22(0) # 0 (or both the variants), we define the number

tp = 2 arceos ( 218 + Asgn (22(0)) )
VB \/ﬁ((wz(O))Q + (21(0))?) + Asgn (22(0)) (2218 + Asgn (22(0)))

the function

o(t) = —Asgn (z2(0)) + cos (v/Bt) (z1(0)B + Asgn (22(0))) + z2(0)/Bsin (v/Bt)
. — /8 )

the sequence of functions

_ (=D)™\sgn (g(tn)) + cos (VB(t — t))(21(0)3 — (A + 2An) sgn (g(tn))
In(t) == 3 .
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forn € NU{0} and the natural number

Then the solution is given by

(g(t) for t € 0,tn],
go(t) for te [th, t1 + th},
g1 (t) for te (tl + iy, t0 + th],

1’1(t) =
gn(t)  for te€ (ta—1+tn ta+tp],
L ga(tn)  for t>tn+1,
zo(t) = d1(),
u(t) IEQ(t) —i\ﬁxl(t) +1

Note that we consider derivative only where it exists.
For numerical implementation, we use the explicit scheme (3.5)). There-
fore we have

Tii41 = T1; + hxog,

o1 = w25 — h(Br1i + A1 —uir1)),
0 < w1 L (z241)" >0,
0 < (w2i+1)” L2—wjp1 >0.

We are able to get u;+1 independently of x2 ;41 in such a way that

2 for wma; < —hBx1; — hm,
Uil = . for x2; > hm\ — hfx1;,
1— P + 2o for hmA—hBxi; > x9; > —hBw1,; — hmA.
hmA\ ’ ) 5

Graphs of solution and the absolute error of the numerical solution are in
Figure[].3 Note, that the first two components of the solution are continuous
and the third one is discontinuous.

Example 4.1.3 (Body with an impact to a non-rigid surface) Consider a
rigid body in the plane. The body is in the gravitational field. Let x(t) be
horizontal position of the center of mass at time t and y(t) be a vertical
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position of the center of mass at time t. The body may fall to the surface,
which is given by a function v : R — R. Contact between the body and the
surface is described by the normal compliance, which represents the contact
by a stiff spring applying no force when there is no interpenetration. But
when there is an interpenetration, the force in the spring is proportional to
the depth of this interpenetration. The contact force of the surface at time t
is denoted n(t) and k > 0 is a stiffness of the surface.

The DVI formulation of this problem has the form

mi(t) = n(t)sin(a),
mij(t) = —mg +n(t) cos(a),
(4.3) 0 < wy(t)—r(z®)+ n](f) 1L n(t) >0,
a = —arctan(r(z(t))),

We show, that if v(-) is Lipschitz continuous on R with a constant L > 0,
then the solution mapping of (4.3|) is single-valued and Lipschitz continuous.

Clearly, the function y — r(x) + % is continuous on R? x R. For any

(w1,y1) € R? and (z2,y2) € R?, we have

n n
lyr = (@) + ¢ =g+ r(z2) = I <y =gl + lIr(22) —r(z)l <

< lyr = w2l + Lijze — 24]],

for each n € R. Further, for any ni,no € R we have

ny

ly —r(@)+ - —y+r(z) - *H < ||n1 — na,

k k
for each x,y € R. Therefore by Theoremm, withy = (z,y),u = n,g(y,u) =
y—r(x)+ % and K = R, the solution mapping of (4.3) is a single-valued
and Lipschitz continuous. We can compute the corresponding solution as
follows:

Ify(t)—r(x(t)) < 0 then n(t) = k(r(z(t))—y(t)) and if y(t)—r(z(t)) >0
then n(t) = 0. Therefore the solution mapping is given by

SOL(Ry,y(t) — r(z(t)) + (-)/k) = {k(r(x(t)) — y(t))"}.
Hence the DVI can be reduced to the system of ODEs in the form

mi(t) = k(r(z(t) —y(t))" sin(),
mi(t) = —mg+k(r(z(t) —y(t))" cos(a),
a = —arctan(r(x(t))).
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The solvability of an IVP for this system s highly dependent on the form
of the function r(-). If r(-) is continuously differentiable then the right-hand
side is continuous, therefore the system has a solution by Theorem [2.2.7]
In addition, if 7(-) is Lipschitz continuous, then the solution is unique by
Theorem [2.2.8.

Graphs of the components of the solution are in Figure [{.4] and were
obtained by using a function ODE45 in MATLAB. Note that all components
of the solution are smooth functions.

Example 4.1.4 (Body with impact to a surface) Consider the one-dimensional
version of the problem in FExample . We denote x1(t) a vertical posi-

tion of the body at time t with a corresponding velocity x2(t) and r a vertical

position of the surface. The contact between the body and the surface, with

a stiffness k > 0, is described by normal complz'anceﬂ for k € (0,00). The

contact force of the surface at time t is denoted n(t). The DVI formulation

of the problem has the form

i‘l(t) = .T}Q(t),
mia(t) = —gm+n(t),

0 < 1'1(75)—7“—|-n](:)J_n(t)20.

Similarly as in Example[].1.3 we can reduce this DVI to the system of ODFEs
in the form

T1(t) = xa2(t),

(4.4) mis(t) = —gm+k(r—x(t)"

Graphs of components of numerical solution are in Figure[{.5. The solution
was obtained by using the function ODE45 in MATLAB.

For k — +o00 the surface becomes solid and the model loses the normal
compliance. Therefore, an impact occurs during contact between the body
and the surface. This causes that the function of a velocity xa(-) is discon-
tinuous at the time of the impact and the contact force n(-) contains a Dirac
impulse. Therefore we have

i1 (t) = wa(t),
(4.5) mia(t) = —gm+n(t),
0 < x(t)—r Ln(t)>0.

2See Example
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It is easy to see that the solution mapping of the VI at x1 has the form

[0, +00) for x1=m,
SOL(Ry,z1 —r) =< {0} for x>,
0 otherwise.
Clearly, the condition (2.21]) cannot be satisfied, hence presented theory fails.

On the other hand, we are able to find an exact solution, which is not abso-
lutely continuous and not even continuous, in the form

gt?
I‘]_(t) = 2 +£U1(0) +tl‘2(0) fOTt < t07
r otherwise,
(t) — gt +22(0)  fort <to,
X =
i 0 otherwise,

where
to :=min{t > 0: —g/2t> + x1(0) + tao(0) = 7},

and by using the weak derivative, we have
n(t) := —gmb(to — t) — gmd(t — to) + my,

where 0(-) is the Heaviside function and 6(-) is the Dirac impulse.
For numerical implementation, we use the implicit scheme (3.5|) for this
problem and we have

Tlk+1 — Tk
A T2 k+1,

T2 k+1 — T2k Nk+1
— = —gt
h m

0< @1 —rlnge >0.

Now we compute xg ;41 from the second equation and substitute it into the
first one. Further, we express x1 41 from the first equation, thus we have

n
h(g — =) 4 gy,
m

2 k+1 = —
Nk+1
Tl = h(h(TJr —g) + xok) + Tk,

0 < 2141 —7rlngy 2 0.
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Now we are able to get ngpy1. It is easy to see, that if nyy1 = 0 then
1k —h(gh —2x2) —7r >0 and if ngy1 > 0, then x1, — h(gh —xo)) —7 <0
and x1 p+1 — 1 = 0, therefore

0 for w1 —h(gh —x2y) —1 >0,
Ng41 = m(r — x5 + h(gh — $27k))
h2

for x1p —h(gh —x9)) —r <O0.

The solution and the absolute error of the numerical solution is in Figure[].0
Note that the first component of the solution is non-smooth but continuous
while the second one is discontinuous.

4.2 Models of electrical circuits

In Chapter 1 we presented a simple electrical circuit. Now we continue in
investigating of more complicated circuits. The voltages and currents in
these circuits are related to each other by DVIs or GEs.

Example 4.2.1 (Simple series circuit) Consider the circuit in Fz'gure
mvolving a non-linear resistor with current-voltage characteristic given by
g(1) := argsinh(i), a source E > 0, an input-signal source u with the corres-
ponding instantaneous current i, and a practical diode with current—voltage
characteristic given by F(i) := Sgny, 1, (i), where Vi < 0 < Vi are given
constants and © € R. Let p := u— FE. By Kirchhoff’s voltage law, for a fixed
time interval [a,b] the current ¢ in the circuit is solution to the GE in the
form

p(t) € argsinh(i(t)) + Sgny, 1, (i(t)) == ®(i(t)) for t € [a,b],

VR Vb

Now we use Theorem[2.2.6 to verify the strong metric regularity of the map-
ping ® at any point i € dom ® for any p € rge ® and use the note under this
1
————. Let denote

) V1442 }
v := p — argsinh(i). The Bouligand paratingent cone Toph Senv, v, ((¢,0)) s
((7,0)) is in Fig-

theorem. It is known, that the derivative of argsinh(i) is

i Figure and the limiting normal cone Ng

ph Sgny; v,
ure[4.9. It is easy to see, that

1 ~ - _
(fa _H—(i)2§> € Tgph Seny, v, ((2,0))
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and

1

hold if only if £ = 0. Hence the assumptions of Theorems|[3.1.1] and [3.1.9
are satisfied and we can apply the scheme (3.4) with Lipschitz continuous
p(+) on [a,b]. The exact solution of the generalized equation has the form

0, if p € [V1, V2,
i(p) := { sinh(p —V2), ifp> V3,
sinh(p — V1), ifp < V1.

The graph of the solution and errors of the numerical solution are in
Figure[4.10. Note that the solution is non-smooth and Lipschitz continuous.

Example 4.2.2 ([23]) Consider the circuit in Figure involving load
resistances Rp > 0 and Ry > 0, two input-signal sources ui and ug, and
a P-N-P transistor (see Figure having three terminals labeled emitter,
base and collector. Its behavior can be described by the Ebers-Moll model [20),
p. 409] involving two diodes placed back to back and two dependent current-
controlled sources ayl’ and anI shunting the diodes. Here ay € [0,1) is
known as the current gain in normal operation and «y € (0,1] is known
as the inverted common-base gain current. Therefore igp = I — ayI' and
ic =1 —anI. This means that

ie\ (1 —ar\ (I

ic o —QN 1 I/ ’
Kirchhoff’s laws also reveal thatip = —(ip+ic), so Rp(—ic—ig)+u1—Vg =
0 and 0 = Vo +ug + Rric — Ve = Vo +uz + Rric + Rplic + ig) — u1.

Given Vg1 <0 < Vgo, Vo1 <0 < Voo, a >0, and 8 > 0, assume that the
characteristics of the diodes involved in the Ebers-Moll model are defined by

[VE1, V2l z =0,
Gi(z) := Vel + aargsinh (), x <0,
Vg2 + avargsinh (z), x >0,
[V017 VCQL T = 07
Gao(z) := Vo1 + Bargsinh (), = <0,

Voo + Bargsinh (z), = > 0.
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Then G1(I) = aargsinh (I) + Fi(I) and Go(I') = pargsinh (I') + Fa(I'),
where

Ve, VE2], =0, Ve, Vea], =0,
Fi(z):= VE1, x <0, and Fy(x):= Ve, x <0,
VEQa T > 07 VCQ, x> 0.

Therefore we have

< u1> c (RB(17QN) Rp(l—aj) ) <1)+ ( aargsinhU)) + ( F1(I)>
uy — ug Rp —an(Rp +Rr) Rp+RL —oarRp g Bargsinh (I") Fo(1))’
N———— N———

=p —g(u) —F(u)

where uw = (I,1'). In Appendiz B Example 4.3, we verify the strong metric
reqularity in the similar system of GEs. In the same way we can do it for
this problem.

Further we use the scheme to obtain graphs of the numerical solu-

tion depicted in Figure [{.13

Example 4.2.3 (Electrical circuit with Zener diode [9]) Consider a cir-
cuit in Figure involving a resistor with a resistance R > 0, a coil with
an inductance L > 0, a capacitor with a capacity E > 0 and a Zener di-
ode with a knee voltage V, > 0 and a breakdown wvoltage 0, therefore the
characteristic of the Zener diode is given by

F(z) :=Sgnyy, (—-z) xeR.

We denote x1(t) a current across the coil at time t and x2(t) a charge across
a capacitor at the time t. These quantities satisfy

o1(t) = wa(t),
a(t) € —%@@y—fgm@y+%F@xoy
The DVI formulation of this problem has the form
i (t) = wa(t),
Balt) = —palt) — pemlt) + EAD)

At) L ag (t) >0,

0
0 < a3(t)L1—A() >0.

IN A
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One can verify the conditions guaranteeing the existence of a solution in the
similar way as in Example[{.1.2. The numerical solution, computed by the
implicit scheme , does not match the properties of the model, hence we
use the explicit scheme for the numerical simulation. Therefore we have

Tliv1 = T1; + hxoy,
1 R V.
Toi41 = T2;—h T R A i e
< w1 L (mo1)T >0,
< (@2,i41)” L1 —wujpr >0.

Now, we are able to get u; 1 independently of x2 ;41 in such a way

( E(L - hR i

0 fOT’ xl,i < w’

h
L .
Uip] = 1 fOT’ T14 > FE <Vz + 3]1272 — Rl’gﬂ') ,
h.CCLZ‘ — ELl‘Li + EthQ’Z’ h .
otherwise.

\ ERV,

Graphs of components of the solution are in Figure[].1]. Note that its first
component is smooth, the second one is non-smooth but continuous while the
third one is even discontinuous..

Example 4.2.4 (Electrical oscillator with 4 diodes bridge full-wave rectifier)
Consider the circuit in Figure[].15] involving the four-diodes bridge full-wave
rectifier, a resistor with a resistance R > 0, a capacitor with the capacitance
Co > 0 and an inductor with the inductance L > 0. Further, we denote vo a
voltage across the capacitor, ic a current across the capacitor, iy, a current
across the inductor and ipr1,ipF2, iDR1, DR currents across the diodes and
UpF1,VDF2, UDR1, UDR2 Voltages across the diodes. Then the Kirchhoff’s laws
can be written as

vy = ve,
UpF1 —UDR1 = UL,
vpr2 +vr +vprr = 0,
ic+ir+ipr1 —ipr2 = 0,
ipF1+iDR1 = IR,
ipF2 +iDpR2 = IR.
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Then the problem is described by the DLCP in the form

x(t) = Ax(t)+ Bu(t),
Ogs = Cx(t) +Du(t) L u(t) > Opa,

where
0o L 0o L L
x_(?(f‘),A_ ., © |.B= Co Co |,
L ~ 0 00 0 0
L
1 1
—UDR1 0 0 E E -1 0
1DF1 ’ -1 0 ’ R R
: 1o 1 0 0 0
‘DR2 0 1 0 0

For the numerical implementation of this problem we use the scheme
(3.6) in the semi-implicit form. The LCP, at every step, was solved by
LCP/MCP solveﬁ i MATLAB. Graphs of the solution components are in

Figure[{.10,

4.3 The model of economic equilibrium

In this section we present one economic problem, which concerns the finding
the economic equilibrium of the pure exchange economy which evolves in
time.

Example 4.3.1 ([18]) Consider a model of the economic equilibrium for
exchange n different types of goods in a single time period. There are k
agents, each of which starts with a vector X? € R" of goods and trades them
for another goods vectors x; € R™. Suppose that a vector 1 € R} is a vector
of prices of the goods in the market. The agent i € {1,...,k} has an initial
amount of money mY € Ry and ends up, after trading, with an amount
of money m; € Ry. FEach agent wants to mazimize his utility function
u;(my, x;) over the set Ry x U; subject to the budget constraint

(46) mg; — m? + <17Xi - X?> <0,

3The function is available on http://www.mathworks.com/matlabcentral/
fileexchange/20952-1cp---mcp-solver--newton-based-|
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where the sets U; C R™ are non-empty, closed and convex and the functions
u; are continuously differentiable, concave and non-decreasing over Ry x U;.
In addition, there are constrains on money and goods in the form

k

k
(4.7) Z[ml -mY] <0 and Z[XZ —xY] < Opn.
i=1 i=1

If the agents have choices (m;,X;) € Ry x R™ available to them for which
(a) x; <x¥  but m; <md,

(b) Z?:l X < Z?:l X

and for every good there is at least one agent i such that the utility u; al-
ways increases on Ry x U; when that good component increases. Then an
equilibrium always exists, and moreover, it satisfies a first-order optimality
condition for each agent involving the Lagrange functions

Li(1,mi, xi, Ai) = —u(mi, x;) + Xi(mi —mg + (1, x; — x7))

with a Lagrange multiplier \; > 0,1 = 1, ..., k, associated with the budget
constraint . In addition with we get the variational inequality in
the form

—f(I,m,x, \,m’ x%) € No(I, m,x, \)

with
> [x) = xi]
i + Vi, ui(mi, x;)

£(1 ’x") = |
(Lm,x,\,m", x°) il + Vi, ui(mi, x;)

mY —m; + (Lx) — z;)

where C =R" x RE x Uy x .. x Uy x RE, 1 € R, m = (mq, ma,...,my) €
R x = (X1, .. Xg) € Ut X XU, A = (A1, .o, Ag) € RE, m® = (m, ...,mY) €
Rﬁ and x° = (x9,..,x%) € Uy x ... x Uy. The initial endowments are repres-
ented by the vectors x° and m°.

Further, we consider a parametric version of the previous problem, such
that a market has time dependent initial endowments (x°(t),m%(t)),t €
[a,b]. For each t € [a,b] the endowments (x°(t), m"(t)) are traded to obtain
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an equilibrium vector (1(t), m(t), x(t)) with an associated Lagrange multiplier
A(t). For given functions (x°(-), m°(-)), consider

—£(1(t), m(t), x(t), A(t), m°(1), x"(t)) € Ne(1(t), m(t), x(t), A(1))

fort € [a,b].

Now we focus on the model with two agents, which have utility functions
ui(mg, x;) = aglog (m;) + Bilog (x;) i=1,2,
and a single good subject to the constraints
v €U = [Gym] i=1,2,
for 0 < § < n;. Then the variational inequality has the form

2
Zi:l[wg — i)
[0

2
0 Al - m72 NR+ (l)
0 Ay — ai NR+ (ml)
0 mi N, (m2)
0 |+ Al — A €| Ny,(z1) |,
0 %5 ANU2 (wg)
m(l) Aol — . Nr. (A1)
0
M3 —my + 1[z{ — 2] N, (A2)
=p —mo + l[mg — 332] =F(u)
=—g(u)

where u = (I, my, ma, 1, T2, \1, /\Q)T. For a numerical simulation we imple-
mented the scheme , using the LCP/MCP solver at each step, in MAT-
LAB. Note that the assumptions guaranteeing that the numerical solution
has the grid error O(h*) are satisfied (see [21)]). Graphs of the components
of the solution are in Figure[4.17
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(a) The first component with f(¢) = 0 and
Vo = —66.
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(c) The second component with f(t) = 0

and vg = —66.

Absolute error
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-

0
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(e) The absolute error of the first compon-
ent of the numerical solution with f(t) =0
and vg = —66.
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t

(b) The first component with f(¢) = sin (¢)
and vo = —20.

Wy 51
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(d) The second component with f(t) =
sin (t) and vo = —20.

X10°

Absolute error

0 5 10 15

t

(f) The absolute error of the first compon-
ent of the numerical solution with f(t) =
sin (t) and vo = —20.

Figure 4.2: Example with p=1,m =1,9g =9.81 and h = 0.01.
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(e) The absolute error of the numerical solu- (f) The absolute error of the numerical
tion of the second component. solution of the third component.

Figure 4.3: The solution for Example with p=1,m=1,k=1,2(0) =
—2,22(0) = 6 and h = 0.01.
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(a) The first component.
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(¢) The third component.
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(b) The second component.
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(d) The fourth component.

Figure 4.4: The solution for Example with 2(0) = 2,%(0) = 0,y(0) =
1.1,9(0) = —=6.1,r(x) = —e_xz,m = 1,9 = 9.81 and k£ = 10000.
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(a) The first component of the solution.

[ 05 1 15 2 25 3

(b) The second component of the solution.

Figure 4.5: The solution to |4.4| with z1(0) = 6,22(0) = 1,r =0,m =1,9 =

9.81 and £ = 10000.
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(¢) The third component.

(d) The absolute error of the first compon-
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Figure 4.6: The solution and the absolute error for Example with z1(0) =
6,22(0) =1,r=0,m =1,¢g = 9.81 and h = 0.01.
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Figure 4.7: The circuits considered.
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(b)  Union of cones at points
(p,V2),(=p, V1) and (0,w) for p > 0
and w € (V1, V2).

(a) Union of cones at points (0, V2) and
(Oa Vl)’

Figure 4.8: Bouligand paratingent cones for Example with K
gph Sgny; v
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(a) Union of cones at points (0,V2) and (b) Union of cones at points
(0,V1). (p,V2),(=p,V1) and (0,w) for p > 0
and w € (V1, V2).

Figure 4.9: Normal cones for Example with K = gph Sgny, y,.
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Figure 4.10: The solution, the input signal and errors for Example
with u(t) = 4min{|sin (¢),0]}, V1 = —1,Vo = 1,]a,b] = [0,10], E = 0,¢; =0
for each ¢ € N and h = 0.01.
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Figure 4.11: The P-N-P transistor and its Ebers-Moll model.
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(a) The first component. (b) The second component.
Figure 4.12: The solution for Example with Vg1 = =2, Vg = 2,

Vor = —4, Ve = 4, a = 2/m, B = 2, ui(t) = sin(t), uz(t) = 10sin (¢),
Ry, = 3000, Rp = 30000, oy = 0.7, ay = 0.1,e; = Op2 for each ¢ € N and
h = 0.01.
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Figure 4.13: Circuit considered in Example
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Figure 4.14: The numerical solution for Example with L = 1, F =
1,R=1,V, =221(0) = 10, 22(0) = —100 and h = 0.01.
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Figure 4.15: Electrical oscillator with 4 diodes bridge full-wave rectifier con-

sidered in Example
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Figure 4.16: The numerical solution for Example with Cp = 10719, R =
2000, L = 0.001,v¢(0) = 10,i.(0) = —5,0 = 0.5 and h = 0.001.
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Figure 4.17: The numerical solution for Example with m{(¢t)
1 + sin (4nt),m{(t) = 1,29(t) = 1 — 0.1sin (4nt),29(t) = 1,Us = U,
[0.94,1.08], [a,b] = [0, 1] and the step h = 10712
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Chapter 5

Conclusion

In this thesis we set ourselves the task to present existence theorems and
numerical methods for differential variational inequalities.

In Chapter 1, we motivated our consideration by basic problems, which
appear in electrical circuits containing non-smooth elements such as diodes
and that can be described by DVIs, ODEs, DIs or GEs.

Chapter 2 is divided into three parts. In the first and the second section
we presented sufficient conditions for global reduction and local reduction
of DVIs to ODEs, respectively. In the third section, we focused on reformu-
lating of a DVI as a DI in such a way that if the DI has a solution then so
does the DVL

In Chapter 3, we presented numerical methods for solving DVIs and GEs.
Numerical schemes for DVIs are based on finite differences and schemes for
GEs are based on an Euler—Newton continuation method.

In Chapter 4, we applied numerical methods and the above mentioned
existence theory on real-world problems, which are described by DVIs or
GEs. For some problems we obtained formulas for the exact solution.

In future work, we plan to focus on reduction of DVIs to ODEs by
using selections of the solution mapping of the corresponding VI and on
one-parametric bifurcations in generalized equations similar to bifurcations
in the regular equations.
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Appendix A

Definitions and statements

A.1 Definitions

Definition A.1.1 (absolutely continuous function) We say that a func-
tion f : [a,b] — R™ is absolutely continuous on [a, b] if for every e > 0 there
is 0 > 0 such that for any collection of nonoverlapping subintervals {[a;, b;]},
j €N, of [a,b], we have

dbj—aj) < = > |f(by)—flay)] <e.
J J

Definition A.1.2 (monotone mapping) A function g : R* — R"™ is
called monotone, if

(g(x) —gly),x —y) >0, whenever x,y € R".
A set-valued function F : R™ = R™ is called monotone, if
(u—v,x —y) >0 whenever (x,u),(y,v) € gphF.

Definition A.1.3 (maximal monotone mapping) A monotone set-valued
function F : R™ = R" is called mazximal monotone, if there exists no other
monotone set-valued function whose graph strictly contains the graph of F'.

Definition A.1.4 (cone) A set C' C R" is called the cone, if
Vx e C,VA >0, \xx € C.

Definition A.1.5 (dual cone) Let C C R" be non-empty. The dual cone
to C is the set
C*:={peR": (p,x)>0,VxeC}
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Definition A.1.6 (Clarke subdifferential) Let f : R — R be locally
Lipschitz continuous. The Clarke subdifferential of f at x is defined by

Ocf(x) :=cof lilJrrn ViE(x;) : xi — x, VE(x;) exist} C R,
1—>+00
where “co” denotes the convex hull.

Definition A.1.7 (P-matrix) A matriz A € R™*"™ is called a P-matrix,
if all principal minors of A are positive.

Definition A.1.8 (symmetric and antisymmetric matrix) Let A € R"*".
We say that the matriz is symmetric if

A=A"T.
We say that the matriz is antisymmetric if
A=-AT

Definition A.1.9 For o < (3 define

a, if © <0,
Sgnozﬂ@) = N[;lg] () =4 B, if x >0,
[av 5]7 fo =0.
Define
zi=x" T,
where xt := max{x,0} and = := max{—z,0}.

Definition A.1.10 For a subset K of R™ and a point u € R™ the distance
from u to C and the projection of u on K are defined by

d(u,K) =inf {|[v—ul[: ve K} and Pg(u)={veK: |v-ul=d(uK)},

respectively.

A.2 Statements

Theorem A.2.1 (Rayleigh quotient) If A € R"™" is a symmetric mat-
rix with eigenvalues A1 > Ao > .... > Ay, then
(Au,w)
[u]]?

€ [An; A1) whenever u € R™\ {Ogn}.

The previous fraction is called the Rayleigh quotient.



Lemma A.2.1 Any locally bounded set-valued mapping F : R™ = R", i.e.
for each x € domF there is v > 0 such that F(B(x,r)) is bounded, having a
closed graph is Pompeiu-Hausdorff upper/outer semi-continuous.

Proof. See [5]. m

Lemma A.2.2 Let K be a non-empty closed convex subset of R™ and u €
R™. Then

(1) Px(u) contains the only point, p, (u) say. Moreover,
(z—pg(u),u—p,(u)) <0 whenever zec K;
(11) Ng(u) is a non-empty closed convex cone. If, in addition, u is an
interior point of K, then Ni(u) = {0};
(1ii) p € Nk (u) if and only if p,. (u+p) = u.
Proof. See [5]. m
Proposition A.2.1 ([9]) Let f:R™ — R be a convez function. Then

1. f is locally Lipschitz;
2. Oct is maximal monotone and bounded on bounded sets;

3. Ocf is Pompeiu-Hausdorff upper/outer semi-continuous with non-empty,
convex and compact values.

Lemma A.2.3 Fach matrix A € R™ ™ can be split into the sum of a sym-
metric and an antisymmetric matriz.

Proof. Let A € R™*", then
1 1 1 1

A=A+-AT 4+ A - AT,
ph g ty 2

Then .
1 1 1 1
A+ -AT) =ZAT 4 CA
(2 + 2 ) 2 + 277
1 1, r. . .
therefore EA + iA is a symmetric matrix and
1. 1.2\ 1 1 1, 1
SA-ZAT) = AT CA=—(-A--A"),
2 2 2 2 2 2

1 1
SO §A — §AT is an antisymmetric matrix. ®



Lemma A.2.4 Let A € R"*" be an antisymmetric matriz, then
(x,Ax) =xT Ax =0,
for any x € R™.
Proof. Let x € R™, then
xTAx = (xTAx)T = xTATx = —xT Ax,

therefore
(x,Ax) = 0.

Proposition A.2.2 ([5]) Suppose that a function h : R" — R is locally
Lipschitz continuous. Then

(i) if his continuously differentiable at u € R", then dch(u) = {Vh(u)};

(ii) if h = hy + hy for a continuously differentiable h; and a locally
Lipschitz continuous hy, then

dch(u) = Vhy(u) + dcha(u)  for each u € R".

Proof. See [5]. m



Appendix B

Regularity Properties of
Generalized Equations
Arising in Electronics.

Finally, we attach a revised version of a note which was submitted to the
Journal of Set-valued and Variational Analysis and currently undergoes
second round of reviewing process.
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Regularity Properties of Generalized Equations Arising in Electronics.
R. Cibulka’! and T. Roubal ?

Abstract. We study strong metric (sub-)regularity of a special non-monotone generalized
equation with either smooth or locally Lipschitz single-valued part. The existence of a Lipschitz
continuous response to a Lipschitz continuous input signal is proved. An inexact Euler-Newton
continuation method for tracking a solution trajectory is introduced and demonstrated to have
an accuracy of order O(h*). The theoretical results are applied in the study of non-regular
electrical circuits involving devices like diodes and transistors.
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1 Introduction

Given matrices B € R C € R™" with m < n, a vector p € R", a single-valued mapping
f:R" = R" and a set-valued F': R™ = R™, we consider the problem of finding a solution z € R"
to the generalized equation

(1) p € f(z)+ BF(Cz).

In [3], the authors considered the special case of the above inclusion with the linear single-valued
part f, with B = CT and F being the Clarke subdifferential [6] of the super-potential j defined by

(2) j(x) = ji(x1) + jo(x2) + -+ + jm(zm) whenever z = (z4,... ,xm)T e R™,

with j; : R — R being a locally Lipchitz continuous function for each index i € {1,...,m}. They
investigated two important stability properties called Aubin/Lipschitz-like property and the isolated
calmness of the solution mapping corresponding to (1). A generalization to the present setting with
a smooth single-valued part can be found in [1], where also the calmness of the solution mapping
is considered. In the second section, we derive conditions guaranteeing the strong metric regularity
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of the mapping ® = f + BF(C-) when f is either smooth or non-smooth but locally Lipschitz
continuous. The latter statement is based on a recent result from [10] by A. F. Izmailov. We prove
similar result on strong metric sub-regularity and apply it to the mapping ®.

In the third section, we study the case when the parameter p in (1) varies as a given Lipschitz
function over a fixed time interval. Based on a generalization of [8, Theorem 2.4.] we prove the
existence of a Lipchitz continuous response.

The last section is devoted to numerical simulations and applications in electronics. A note [2]
is devoted to the simulation issues which are performed by using Xcos (a component of Scilab). In
order to use this software package, the set-valued part in (1) is approximated by a single-valued
one. In [8], the authors considered an Euler-Newton continuation method for tracking solution
trajectories of parametric variational inequalities. We derive similar method for tracking solution
trajectories of parametric generalized equations under slightly weaker assumptions on differentia-
bility of the corresponding single-valued part. Finally, implementing this method (in Matlab) we
provide a simulation of the behavior of some basic non-regular circuits, i.e. the circuits where vari-
ous types of diodes are present. Unlike [2], we work directly with a set-valued model here. Based
on analytic expressions for a solution, we compare the efficiency of several numerical methods.

The notation is fairly standard. In R¢, the norm, the scalar product, the closed and the open
ball with the center x € R? and the radius r > 0, are denoted by | - ||, {-,-), B[z, r], and B(z,r),
respectively. We set B = B[z, 1]. Fix a non-empty subset Q of R? containing a point Z for a while;
the Fréchet/regular normal cone to § at T is the set

N(fﬂ) = {f e Re: limsupw < 0};

sz |7 — 7]

the general/limiting normal cone N (Z; ) to  at Z contains all £ € R? for which there are sequences
(2F)pen in Q and (€F)pen in RY converging to Z and &, respectively, such that & € N(z%:Q) for
each k € N; the Bouligand-Severi tangent cone T(7;)) to Q at Z contains those v € R? for which
there are sequences (t*)pey in (0,00) and (v¥)rey in R? converging to 0 and v, respectively, such
that 7 + t*o* € Q whenever k € N; and finally the Bouligand paratingent cone f(:i, Q) to Q at x
contains those v € R? for which there are sequences (t*)ren in (0,00), (v%)gen in R, and (2%)gen
in Q converging to 0, v, and Z, respectively, such that 2* + t*v* € Q whenever k € N. The distance
from a point x € R? to € is denoted by d(x,) with convention that d(z,?) = oo. Throughout
s : R? — R! means that s is single-valued while S : R? = R! denotes a general mapping which
may be set-valued. For such a mapping S, the domain, the graph, and the range are denoted by
dom S, gph S and rge S. Fix a point (z,y) € gphS. Then the selection for S around T for y is any
single-valued mapping s defined on a neighborhood U of z such that

s(z) =y and s(z) € S(xz) foreach z e U;

the (graphical) localization of S around Z for § is any set-valued mapping S such that for some
neighborhoods V' of y and U of z we have gph§ = gph SN (U x V) and domS D U. Recall
that ® : R! = RY is strongly metrically reqular at i for Z provided that S := ®~! has a Lipschitz
continuous single-valued localization around z for g; the mapping ® is called metrically reqular at



y for x if there is a constant k > 0 along with neighborhoods V' of 4 and U of z such that
(3) d(y,® '(z)) < kd(z,®(y)) whenever (y,z)€V xUj;

and ® is strongly metrically sub-reqular at y for T provided that there is x > 0 along with a
neighborhood V' of ¢ such that

(4) ly - gll < rd(z, ®(y)) foreach y e V.

The infimum over all £ > 0 such that (3) holds for some neighborhoods U of & and V' of ¢ is the
reqularity modulus of ® at g for Z denoted by reg (®; g|z). Similarly, the infimum over all £ > 0 such
that (4) holds for some neighborhood V' of 7 is the subregularity modulus of ® at g for  denoted
by subreg (®; y|z). We will need the paratingent/strict graphical derivative of ® at (y,x) which is
the mapping 15<I>(g, 7) : Rl = R? defined by

Do (g, %) (u) == {veR?: (u,v)eT((y,z);gph®)}, ueR.

Consider a locally Lipschitz continuous h : R — R?, i.e. for any u € R! there is a neighborhood U
of u along with a constant L > 0 such that ||h(a) — h(@)|| < Ly ||t — @|| whenever u,@ € U. The
infimum over all L; > 0 such that the previous inequality holds for some neighborhood U of u is
the Lipschitz modulus of h at u and is denoted by lip (h;@). The Bouligand’s limiting Jacobian of
h at @ is the (non-empty compact) set dgh(@) consisting of all matrices A € R¥! for which there
is a sequence (uy,),en such that h is differentiable at each w, and Vh(u,) — A as n — oo. The
Clarke’s generalized Jacobian of h at u, denoted by Oh(u), is the convex hull of Ogh(u). Finally, a
function A : R! — R? is calm at @ relative to U C dom h with the constant p > 0 provided that

|h(u) — h(a)|| < pllu —ul for each w e U.

Standing assumptions. Denote by ® the set-valued mapping from R™ into itself defined by
®(z) := f(z) + BF(Cz) whenever z € R". Let us define the mappings @) : R* = R" and Fp :
R™ = R™ by Q(z) := BF(Cz), z € R", and Fo(u) := F(u) if u = Cz for some z € R" and
Fe(u) := 0 otherwise. We also suppose that we have in hand a point (Z,p) € gph ®. Finally, put
b= (BTB) BT (p - f(2)).

We will also refer to several combinations of the additional assumptions in the main results.
Namely,

Al) B is injective;

A2 is continuously differentiable on R";

(

(42) 1

(A2) f is locally Lipschitz continuous on R";
(43)

(A4)

F has closed graph;

C is surjective; and

(A5) thereare F; : R = R, i € {1,...,m} such that F(z) =
R™.

Fy(z;) whenever z = (z1,...,2,)" €

—s

.
Il
—



2 Regularity properties of ¢ at z for p

First, we are going to compute the strict graphical derivative of ® at the reference point. Let us
start with the following geometric lemma which is an analogue of Lemma 4.1 in [1], where the
classical Bouligand-Severi tangent cone was considered.

Lemma 2.1. Let E € R¥*? be any matriz, let G € R be injective, and let T be a subset of rge E.
Put = := E7YT') and A := G(Z). For & € A denote by y the (unique) point in = with Gy = Z.
Then B _

T(z;A) = {u e R": 3w € R? such that u = Gw and Ew € T(Ey;T)}.

Proof. We claim that T(7:Z) = {w € R? : Fw € T(Ey,T)}. First, take any w € T(; Z). Find
(t")nen in (0,00), (¥ )pen in Z, and (w"),en in R? converging to 0, § and w, respectively, such that
y" + t"w" € = whenever n € N. Then we have that Ey" + t"Ew™ = E(y" + t"w") € I for each
n € N. Hence Ew € T(Ey;T). On the other hand, let w € R? be such that Fw € T(Ey,T). Pick
(t")nen in (0,00), and (u™),ey in T, and (v™),en in R¥ converging to 0, Ey and Ew, respectively,
such that u™ +t"v" € I whenever n € N. As I' C rge E, where the latter set is a closed subspace of
R¥, one infers that v™ € rge E for each n € N. Therefore, by Banach open mapping theorem there

are sequences (y"),en converging to 3 and (w"),ecy converging to w, both in RY, such that
Ey"=4" and FEw" =v" foreach n €N.

Thus, for an arbitrary index n, we have Ey" € T" and E(y"+t"w") € T, hence both ™ and y" +¢"w™
are in E-Y(I") = 2. So w € T(y; Z). The claim is proved.

Now, we show that T(z; A) = {Gw : w € T(y,Z)}. To prove that G(f(gj; 2)) C T(z; A), pick any
w E G(T(@E)) Find v € Tv(g, E) with Gv = w. Thus there is (t"),en in (0, 00) converging to 0,
(Y")nen in = converging to 3 and (v"),ecy in R? converging to v such that y" + t"v"™ € = whenever
n € N. For each n € N, put v” = Gy" and w" = Gv". Clearly, (u"),en converges to Gy =  and
(w"),en converges to w. Moreover,

u"+t"w" =Gy +t"") € G(Z) = A whenever n e N.

So w € T(z;A). To see the opposite inclusion, pick any w € T(z;A). Find (£")pen in (0, 00)
converging to 0, (2"),en in A converging to 7, and (w"),ey in R' converging to w such that

" +t"w" € G(Z) foreach neN.

For each n € N, find y" € = such that 2" = Gy". Then (Y™ )nen is bounded. Indeed, if this is
not the case, find a cluster point A of (y"/||y"|[)nen. Let N be an infinite subset of N such that
limpysn oo ¥ /]|y || = h. Then

0= lim — = lim G(y >:G}3.
Nan—oo |lyn||  Nan—oo  \ |yn|




This contradicts the injectivity of G' because ||h|| = 1. Therefore there is an infinite subset N of N
such that (y"),en converges to § € R? say. Then

Gy=z= lim 2"= lim Gy"=Gy.

N>n—o0 N>on—o0

Employing, the injectivity once more, we get y = y. For each n € N, find v" in Z such that
w" = G((v"—y")/t"), and put u™ = (v —y")/t". Similar argument as in the case of (y")nen shows
that (u™)nen is bounded. Therefore there is an infinite subset N of N such that (u™),ens converges
to some u € R?. For each n € N’, we have y" + t"u" = v" € Z, therefore u € f(gj; =). Moreover,
w = G(u). The proof is finished. This and the claim yield the assertion. O

Proposition 2.1. Under the assumptions (Al) — (A2), for any b € R™ one has
D®(z,p)(b) = Vf(2)b+ B DF¢(Cz,0)(Cbh).
Proof. As in [7, Proposition 4A.2], it is elementary to show that
D®(z,p)(b) = Vf(2)b+ DQ(z,p — f(2))(b) for each beR".

Further, observe that

gth: {<Z> ER%L:E'(Z;) cR" x R™ : <Z> :G<lc)> and E<lc)> EgphFC},

I, 0 _(C 0
G.—(O B> and E.—(O Im>.

As B is injective, so is G. Lemma 2.1 (with k& := 2m, | := 2n, d := n+ m, ' := gph F¢,
T:=(z,p— f(2))7, and j := (2,0)7) reveals that

with

f((f?f} — f(%));gph Q) = { <£c) : (ch> € T((C’E, ); gphFC)} .
This means that DQ(z,p — f(2))(b) = B DFo(Cz,4)(Cb). The assertion is proved. O

The following statement is a slight modification of the condition by B. Kummer (e.g, see [7,
Theorem 4D.1]) guaranteeing the strong metric regularity of a set-valued mapping.

Proposition 2.2. Consider a set-valued mapping H : R" = R" and a point (z,y) € gph H. Then
H is strongly metrically reqular at T for y if and only if it verifies the following three conditions:

(a) for each neighborhood U of T there is a neighborhood V' of ij such that H='(y) NU # O whenever
yeV;

(b) the set gph H N (B[z,7] x B[y, r]) is closed for some r > 0;



(¢c) 0 € DH(z|y)(uv) = u=0.

Proof. Suppose that H is strongly metrically regular at & for g. Then (c) holds by [7, Theorem
4D.1]. Observe also that H has necessarily locally closed graph at the reference point. Finally,
(a) is satisfied since H is open at (Z,y), i.e. for any neighborhood U of & the set V := H(U) is a
neighborhood of §. The converse implication is proved in [7, Theorem 4D.1]. O

Trivial examples show that the premise (a) cannot be omitted. Indeed, define h : R — R by
h(z) = x, > 0. Then both (b) and (c) are valid, (a) fails and h is not strongly metrically regular
at 0 for 0.

Theorem 2.1. Assume that (A1) — (A3) hold true. Then ® is strongly metrically reqular at z for
p if and only if

(a) for each neighborhood U of z there is a neighborhood V of p such that = (p)NU # O whenever
pevV;

(b) 0 € Vf(Z)b+ BDFo(Cz,3)(Ch) = b=0.
Moreover, its reqularity modulus is given by

veg (©; 2|p) = sup { bl - (VF(2)b+ BDFo(CZ,5)(Ch)) NB # 0},

Proof. Observe that ® has closed graph and combine Proposition 2.2 and Proposition 2.1 to conclude
the proof. O

Now, we are in position to formulate the main statement of this section.
Theorem 2.2. Suppose that the assumptions (Al) — (A4) hold true. Then
(i) ® is metrically reqular at z for p if and only if

((CCT)_lCVf(Z)T{fa BT§> € —N((Cz,v);gph F) } — t—0
Vf(z)T¢ €ergeCT

(i1) ® is strongly metrically sub-reqular at z for p if and only if

(Cb, —(BTB)’IBTVf(E)b> € T((Cz,v);gph F) } b= 0;

Vf(Z)b € rgeB
(i1i) ® is strongly metrically reqular at z for p if and only if

(a) for each neighborhood U of z there is a neighborhood V' of p such that ®*(p) NU #
whenever p € V;



(b)
(Co.—(BB) BTV (2)p) e T((Czu)ieph F) |,
Vf(Z)bergeB |

Proof. The statement (i) is [1, Corollary 3.1], whereas (ii) is [1, Corollary 4.1]. To see the last
one, note that if C' is surjective, then Fo = F. Moreover, (Al) ensures that BTB € R™™ is
non-singular. It suffices to show that (b) is equivalent to Theorem (2.1) (b).

First, let b € R™ be such that 0 € Vf(2)b+ BDF(C%,4)(Cb). Find a point w € DF(Cz, )(Cb)
with V f(2)b+Bw = 0. Thus —(B"B) ™' BTV f(2)bis in DF(CZ,7)(Cb). Clearly, we have V f(2)b €
rge B and the definition of the paratingent derivative of F' yields the rest.

On the other hand, pick any b € R” with (Cb, —(BTB)_lBTVf(Z)b> in T((CE, v); gph F') and

V f(2)b € rge B. The definition of the paratingent derivative says that w := — (BTB) _1BTVf(2)b €
DF(Cz,9)(Cb). Thus we have B" Bw = =BTV f(2)b. So Bw + Vf(2)b € ker B NrgeB = {0}.
Therefore 0 € Vf(2)b+ BDF(CZz,v)(Cb). O

Now, we derive a simple sufficient condition guaranteeing the strong metric regularity which
will be applied to the problems arising in electronics in Section 4. A matrix M € R™*" is called
P-matriz provided that all its k-by-k principal minors are positive whenever k € {1,...,n}. It is
well known, that M is a P-matrix if and only if for any non-zero z € R" there is j € {1,...,n}
such that z;(Mz); > 0.

Corollary 2.1. In addition to (A1)-(A5), assume that n = m, that B = C = I, that Vf(Z) is a
P-matriz, and that for each i € {1,2,...,n}, the mapping F; : R = R is mazimal monotone. Then
d is strongly metrically reqular at z for p.

Proof. By (A5), we have [}, gphF; = ¢(gphF), where

@(Imy) = (($1,y1),---,($n,yn)), T = ('Ih"’??‘rn)?y = (ylu"’wyn) €R".

Clearly, ¢ is linear and one-to-one. The definition of the paratingent cone and Lemma 2.1 imply
that

[17((z:.v:);gphFy) o f(@(i, v); ngth) = @(T((E, v); gph F)).
=1 =1
Also, it is well-known that

n

HN((Z-,@); gphF;) = N(gp(é, v); nghFl) = gp(N((Z, v); gph F))
i=1 =1

As all F;’s are maximal monotone, we have N ((%;,7;);gph F;) C {(a,b) € R? : ab < 0} and
T((Ei, 7;); gph F;) C {(a,b) € R*: ab > 0} for each i € {1,...,n}. Fix any non-zero n € R". Since
Vf(z) is a P-matrix, so is Vf(2)?. There are k, | € {1,...,n} such that n,(Vf(Z)n)r > 0 and



m(Vf(z)'n), > 0, which means that (n,, —(Vf(2)n)) & T ((Zk, U); gphFy) and ((Vf(2)"n),m) ¢
—N((z,v1); gphFl). The above relations for the normal and parantingent cone and the fact that ¢
is one-to-one imply that both the conditions in Theorem 2.2 (iii) hold (the first one thanks to the
statement (i) of this theorem). O

Remark 2.1. D. Goeleven [9] considered the case when f(z) := Az, z € R™, with a given P-matrix
A € R™™ and F' is the Fenchel-Moreau-Rockafellar subdifferential of the super-potential j defined
by (2) with j; : R — RU {400}, i € {1,...,n}, being a proper, lower semi-continuous convex
function such that

Ai(x) = ji(Ax) foreach A >0 and x € domy;.

In fact, this assumption guarantees that each j; is differentiable at each non-zero point of its domain
(the existence of which is assumed but never explicitly mentioned in [9]). More precisely, for each
i € {1,...,n}, the mapping F; := 0j; is “piece-wise constant”, in sense that F;(x) equals either

fa}, @<, N { fa}.  w<0 { 8y,  =>0

{8}, x>0,
0 ), z=0 . 400), 7 =0 (00,8} 7 =0
with « := —j;(—1) < j;(1) =: 8 provided that the corresponding value is finite. In this case, [9,

Theorem 2.1] says that ®~! is single-valued with the whole of R™ as its domain. By Corollary 2.1, we
get a generalization of [9, Proposition 2.1] proving that the solution mapping is not only continuous
but locally Lipschitz (and therefore Lipschitz on any compact set).

Izmailov’s theorem, see e.g. [5, Theorem 2|, provides a sufficient condition for strong metric
regularity even when the single-valued part is locally Lipschitz continuous only. Let us present
similar result for the strong metric sub-regularity. We start with a quantitative version of the
well-known fact that the strong metric sub-regularity is stable with respect to a calm single-valued
perturbation.

Lemma 2.2. Let (Z,y) € R* x R™ and G : R" = R™ be such that §y € G(Z). Suppose that there is
k > 0 along with a neighborhood U of & such that

|z — z|| < kd(y,G(z)) whenever x € U.

Then for any function g : R™ — R™ which is calm at T relative to U C dom g with the constant
pu < 1/k one has

R

|lv — 7| < d(y+ g(z),g(x) + G(z)) for each z € U.

1—ru
Proof. Fix any x € U. The calmness of g means that Hg(x) - (:E)H < uHx — Z||. Therefore
lz =2l < kd(7,G(2)) <kllglx) = g(@)] + rd(7+ 9(2) - g(x), G(2))
< u||$—$!|+/€d(y+g() () ())

Performing a small rearrangement and dividing by 1 — xu > 0, we obtain the desired inequality. O



Theorem 2.3. Let (z,y) € R*"xR™, g : R" = R™ and G : R" = R™ be such that y € g(z) + G(Z).
Suppose that there exists a compact subset A of R™*™ such that

(1) for each € > 0 there exists r > 0 such that for each u € B(Z,r) one can find A € A such that
lg(u) = g(z) — Alu = 2)|| < ellu — z|;
(ii) for every A € A the mapping
Ga:R"32+— g(z)+ Az —2) + G(z) CR™

is strongly metrically sub-reqular at T for y and let m := sup subreg (G 4; Z|Y).
AcA
Then g+ G is strongly metrically sub-reqular at T for y; and subreg (g + G;Z|y) < m.
Proof. Without any loss of generality assume that y = 0. Since A is compact, we have m < oo.
Fix any £ > m. Find € > 0 such that 2ex < 1. Let r > 0 be as in (i). First, we show that there
exists a € (0, 7] such that

R

(5) |z —z| < d(0,Ga(z)) whenever z € B(Z,a) and A€ A

1 — ke
As A is compact, there is a finite set Ar C A such that
(6) AC Ap +¢B.
Pick any A € Ap. Then there exists a; > 0 such that
|z — z|| < kd(0,G4(z)) whenever =€ B(Z,ay).

Fix any A" € eB. As G;, 4, = G 3+ A'(x — 7), Lemma 2.2 reveals that

K

|z —z| < ; d(0,G 4, 4 () for any z € B(Z,ay).

— KE
Thus for any A € Ay there is o i > 0 such that for each A" € B the above inequality holds. Let
a = min {r,minz_, a;}. Taking into account (6), we obtain (5).

Fix any x € B(Z,a). Use (i) to find A € A such that ||g(z) — g(Z) — A(x — 2)|| < ||z — Z||. This
and (5) implies that

le =2 < =—d(0,Galx)) = ;——d(~ 9(z) - Alw — 7). G(x))
< oz A= 9(@).6(@) +llgle) — g(2) — Az —2)])
< =—d(0,9(x) + G(@)) + Tl — 2.

Since ke/(1 — ke) < 1, we get that

K
-zl < d(0 G .
o~ 7 < "5 —d(0, () + G(z)
Thus g + G is strongly metrically sub-regular at = for 0. As € > 0 and k > m were arbitrary, we
get the desired estimate on the sub-regularity modulus. O



For a locally Lipschitz continuous function g, the assumption (i) holds when A := 0g(z). An-
other possible choice is Bouligand’s limiting Jacobian under an additional assumption on g.

Corollary 2.2. Let (Z,y) € R"xR™, g : R" — R™ and G : R" = R™ be such that y € ¢(Z)+G(Z).
Suppose that g is locally Lipschitz continuous at T and that for every e > 0 there exists r > 0 along
with a selection h for Ogg such that

(7) llg(u) —g(Z) — h(u)(u — )| < ellu—Z|| whenever wu e B(z,r).

Assume that the assumption (ii) in Theorem 2.3 is satisfied with A := Opg(Z). Then g + G is
strongly metrically sub-reqular at T for y; and subreg (g + G;Z|y) < m.

Proof. Let v € (0,1) be such that v(m +v) < 1. Set A = 0dpg(Z) + vB. Then A is compact. By
Lemma 2.2, for any A € 0pg(Z) and any A’ € vIB, the mapping G i =G i+ A (x—7)is strongly
metrically sub-regular at z for § with the modulus at most (m ++)/(1 — (m+)7). Thus for every
A € A the mapping G 4 is strongly metrically sub-regular at z for y; and

o m—+ 7y
m’ = sup subreg (G4;7]y) < ——————
ey 8(Ca |y)_1—(m+7)’7

Let € € (0,7) be arbitrary. By the outer semi-continuity of dpg and (7), there is r > 0 and a
selection h for dgg such that, for each u € B(z, ), one has

h(u) € dpg(u) C Opg(T) +eB C A and |lg(u) — g(Z) — h(u)(u — Z)|| < e|lu — T

Thus for each u € B(Z,r) one can find A € A such that ||g(u) — g(z) — A(u — z)|| < ¢l|lu — z||.
Theorem 2.3 implies that the mapping g + G is strongly metrically sub-regular at z for y; and
subreg (¢ + G;Z|y) < m/. As > 0 can be arbitrarily small the proof is finished. m]

Note that (7) is satisfied when g is semi-smooth at the reference point. To conclude this section,
let us present strong metric (sub-)regularity criteria for (1) with a non-smooth f.

Theorem 2.4. Under the assumptions (A1), (A2), (A3), and (A4), for any A € (%), define the
mapping
Ja:R"3 2= f(Z)+ Az — 2) + BF(C=z).

(i) The mapping @ is strongly metrically sub-reqular at zZ for p provided that for each A € 0f(Z2),
one has that

(Cb,_(BTB)‘lBTAb) € T((Cz,0);gph F) } b = Ogn;
— URn7,

Ab € rge B

(i1) The mapping ® is strongly metrically reqular at z for p, provided that for each A € 0f(Zz),
one has that

10



(a) for each neighborhood U of Z there is a neighborhood V' of p such that J*(p) N U #
whenever p € V;
) i
(Cb,~(B"B) ™ B Ab) € T((C=,v); gph F)

— bZORn.
Ab e rge B

Proof. (i) For each A € 0f(z), the mapping J4 is strongly metrically sub-regular at z for p by
Theorem 2.2 (ii) with ® := J4. Apply Theorem 2.3 to get the conclusion.

(ii) The conditions (a) and (b) guarantee that, for each A € 9f(z), the mapping J4 is strongly
metrically regular at z for p. By [5, Theorem 2], ® is strongly metrically regular at z for p. O

3 Existence of a Lipschitz continuous response

In this section, we study parameters depending on time. More precisely, a function p : [a,b] — R™
is given and one wants to find z : [a,b] — R™ such that (1) holds at each instant of time, i.e.

(8) p(t) € f(2(t)) + BF(Cz(t)) whenever t € [a,b].
Given g : R x R® = R" and G : R" = R", consider the parametric generalized equation:
9) For ycR? find z€R™ suchthat 0¢€ g(y,z)+ G(z),

along with the corresponding solution mapping S : R? 3 y — {2 € R" : 0 € ¢(y,2) + G(2)}.
Solving the problem (8) with a fixed p(-) means to find z(-) such that z(t) € S(¢) for each t € [a, b]
with d =1, g(t, 2z) := f(2) — p(t), and G(z) = BF(C=z), (t,z) € R x R".

The following statement is a slight generalization of a parametric version of [8, Theorem 2.4],
where the existence of a Lipschitz localization instead of a Lipschitz selection is considered.

Theorem 3.1. Given G : R* = R" and g : R x R® — R", let S be a solution mapping for (9).
Suppose that a point (jj,z) € RY x R™ and positive constants a, 3, 8, k, u and v are such that

(1) there is a function s : B[0,0] — R™ which is Lispchitz continuous with the constant k < 1/p,

s(0)=2 and s(y) € G '(y) for each 1y € B0,d];

(@) Nlg(@, 2)Il < 5;

(@i1) llg(y,2) = gy, )| < pllz2 = 2| whenver —y € B[y, 6] and 2, % € B[z, 6];

(i) 9(9,2) —9(@,2)l| <vlg -9l whenver =z € B[z,6] and §,y € Bly,d];
)

B (1+v) <a and a < dmin{l, k}, where K" := /(1 — k).
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Then there is o : R4 — R™ which is Lipschitz continous on B[y, 8] with the constant k'v such
that
1Z2=o@l <9, 2)| and oly) € S(y) NB[z,a]  whenever y € B[y, ).

Proof. First, we observe that
(10) lg(y, )| < @/ for each (y,z) € B[y, 5] x B[z, a].

Indeed, fix any such (y, z). Note that a < ¢ and 3 < ¢ due to (v). Using (ii)—(v), we get

lg(y, )l < gy, 2) — gy, )l + lg(y, 2) — 9@, 2)|| + [l9(7, 2)|| < pllz = 2| +vily — gl + 8

< uowrﬁ(lJru)SO“WJra(l_W):g (<9).
K K K

Fix any y € B[y, 5]. Consider the function

py i B[Z,a] 3 2 = py(2) = s(—g(y, 2)),

where s : B[0, ] — R” satisfies (i). By (10), ¢, is well-defined. For any z € B[z, o], (i) and (10)
imply that

12 = oy ()|l = [15(0) — s(=g(y, )|l < £llg(y,2)|| < e
Moreover, for any 2, Z € B[z, o], the Lipschitz continuity of s and (éi7) reveal that

oy (2) — 0y (D)l = lIs(—g(y, 2)) — s(—=g(y, )l < &llg(y, 2) — gy, 2)|| < wpl|2 - Z||.

As kp < 1, ¢, is a contraction from B|Z, o] into itself, hence it has a unique fixed point in B[z, a.
For each y € B[y, 5], denote by o(y) the unique fixed point of ¢, in B[z, a]. Moreover, for each
y € B[y, 5], we have that

(11) oly) =2z = z=¢2) = 0€g(y,2)+G(z) = o(y) € Sy).

To show that o is Lipschitz continuous on By, 3] with the constant xv/(1 — ku), fix arbitrary
U,y € B[y, 5]. The first equivalence in (11) together with the definitions of ¢; and ¢j yields that

lo(g) = a(@)ll

I5(=9(9,0(9))) = s(=9(g, 0 (@) < &llg(9,0(9)) = 9(g,(@))]l
Fllg (@, 0(9)) = 9(g, o (G + &llg(g,0(9)) = 9(7,(@))]]

<
< wvllg =yl + kpllo(g) —o@)]-

The inequality ||z — o(9)|| < &'||g(y, 2)|| is implied by the following chain of estimates

12=o@Il = [s(0) = s(=g(m, c@Il < sllg(g, 0 @)l < £llg(7,0(9)) = 9(5, )| + xllg(y, )]
rpllo(y) = 2l + #llg (@, 2)|-

IN
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We immediately get the following non-parametric version.

Corollary 3.1. Consider a mapping G : R" = R"™ along with a point (Z,y) € gph G. Assume that
there exist positive constants § and k and a function s : B[y, 0] — R™ such that

(12) s(y) =2 and s(y) € G 'y) for each y € B[y,0],

and that s is Lipschitz continuous on B[y, b] with the constant k. Let pu > 0 be such that ku < 1.
Then for every positive o and 3 such that

(13) 20k < a(l —pk) and o <Jdmin{l,x},
and for every function g : R™ — R" satisfying
(14) lgG)l <8 and |lg(2) —g(A)l < pllz2 =2l  for every 2,Z € B[z, 4],
there is o : R™ — R™ which is Lipschitz continous on B[y, 8] with the constant /(1 — k) such that
o(y+g(2)=2 and o(y) € (g+G) ' (y) NB[z,a] whenever y € B[y, 3.
(

Proof. 1t suffices to apply the previous result with g(y, 2) := g(z) +y — y, G(-) := G(-) — ¢y, and
s(+) :==s(-+ ). Then v =1 and all the conditions (i)—(v) of Theorem 3.1 are satisfied. Hence we
obtain the latter inclusion in the statement. To see the first equality, note that the function ¢,,
from the proof of Theorem 3.1, is such that ¢ .. (2) = s(—g(2) + (¥ + 9(2))) = s(y) = z. Thus
o(g+g(2)) =z O

Remark 3.1. If there is a single-valued Lipschitz localization of G~! around j for Z then this also is
the selection for G~ around ¢ for z and all such selections coincide locally. Therefore ¢, is uniquely
determined by y and the uniqueness of the fixed point of ¢, in B[z, a| gives that

B[y, 8] 3y — (9+G) '(y) N B[z, ]

is single-valued. Also the implications in (11) become equivalences. Therefore one arrives at [8,
Theorem 2.4]. More precisely, the assumption involving (12) reads as: There are positive constants
0 and Kk such that the mapping

B[y, 6] > y — s(y) := G~} (y) N B[z, wd]
15 single-valued and Lipschitz continuous with the constant k.

If the mapping in question is (locally) monotone then the assumption on the existence of a
single-valued Lipschitz localization is equivalent to the existence of a Lipschitz selection. Recall
that S : Rl = R is locally monotone at (i, z) € gph S if there is a neighborhood W of (7, %) such
that

(15) (§—y,2—2) > 0 whenever (y,2),(g,z) € gphSNW.
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Lemma 3.1. A set-valued mapping S : RY = R, which is locally monotone at (§,Z) € gph S, has
a single-valued Lipschitz continuous localization around iy for x if and only if it has a Lipschitz
continuous selection around y for .

Proof. We shall imitate the proof of [7, Theorem 3G.5]. Find W such that (15) holds. Let s be
a local selection for S which is both defined and Lipschitz continuous on B(y,r) for some r > 0
such that B(y,r) x B(z,xr) C W, where k > 0 is the corresponding Lipschitz constant. Fix any
y € B(y,r). As s(y) = z, we have s(y) € B(z, kr). Therefore, the point s(y) lies in S(y) NB(z, k).
It suffices to show that the latter set is singleton. Suppose that this is not the case. Find z € R
such that

x € S(y)NB(z,kr) with z # s(y).
Let b:= ||z — s(y)|| and ¢ := (z — s(y))/b, which means that
(16) b>0, Jcll=1, and (z,c)=0b+ (s(y),c).
Find 7 > 0 such that k7 < b and that y + 7¢ € B(y,r). Since ||c[| = 1, the Cauchy-Schwartz
inequality and the Lipschitz continuity of s imply that
(17) (s(y +7¢) =s(y),c) < llsly+7¢) = syl llell < 7.
Since (y + 7¢, s(y + 7¢)) and (y, x) are in gph S N W, (15) reveals that
(18) 0 < (s(y+7c)—zy+7c—y) = 7(s(y+7¢) —x,0).
Now, we may estimate

bt (s(y),e) 'L (z,¢) 2 (s(y + 7¢), ) 2 (s(y),c) + w1 < (s(y),c) +b.

We arrived at a contradiction, therefore S(y) NB(z, kr) = {s(y)} for each y € B(gy,r). The opposite
direction is trivial. ]
Now, we are in position to state conditions guaranteeing that the problem (8) is solvable.

Theorem 3.2. Under the assumptions (A1)—(A3), consider the problem (8) along with its solution

mapping
S:la, b2t S(t):={z€R": p(t) € f(z) + BF(C=2)},

where p : la,b] — R™ is a given Lipschitz function. Suppose that there exits r > 0 such that
0 £ S(t) CrB  whenever t € [a,b], and that for each (t,z) € gph S the inverse of the mapping

R" 3 v H;,.(v) = f(2) —p(t) + Vf(2)(v — 2) + BF(Cv) CR"

has a Lispchitz continous selection around 0 for z. Then S has a Lipschitz selection around t for z
for any (t,z) € gph S.
If, in addition,

(19) L:= sup {lip(s;t): sis a selection for S around t for z} < oo,
(t,z)GgphS

then S has a Lipschitz selection.
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Proof. Fix any (t,z) € gph S. Note that for any (7,v) € [a,b] x R" we have
9(7,v) + Heo(v) = f(v) = p(7) + BF(C),

where g(7,v) = f(v) — f(2) = Vf(2)(v—2)+p(t) — p(7). By Theorem 3.1 (with the reference point
(t,z), u arbitrary small, v being the Lipschitz constant of p(-), and ¢(t, z) = 0), there exists a closed
neighborhood T;, of t in [a,b], a closed neighborhood Uy, of z in R", and a Lipschitz continous
function w,, : T; , — R" such that w;.(7) € S(7) N U;, for each 7 € T}, and w; . (t) = =.
Let
t :=sup{t > a : the selection u for S exists and is Lipschitz on [a, t]}.

By the first part of the proof, we have ¢ > a. We show that ¢ > b. Suppose that this is not the
case. Fix any strictly increasing sequence (t*),cn converging to £ such that 2* := u(t*) is defined for
each k € N. Then (2*).en is bounded and 2% € S(#*) for each k € N. Choose an infinite set N C N
such that z := limysg_e0 27 exists. Since the graph of S is closed, we have z € S(f). Set u(t) = z.
Further, there is T}, = [t,7], for some ¢ > #, along with a Lipschitz function ug; : [£,{] — R" such
that u(7) := uzz(7) € S() for each 7 € [£,#] and uz(f) = z € S({).

For any k € N, the function u is Lipschitz continous on [a, t], with the constant less or equal
than L, and the same is true on [f,#]. Fix any ¢ € [a,?) and 7 € [t,f] . Find ky € N such that
tko > t. Then, for any k > ko, we have

lu() —u(m) < flu(t) = u@)] + u(t®) = w@] + [lu(@) — u(7)]

< Lt —t* +||2F — 2| + L)t — 7).

Passing to the limit as & — oo, we get that ||u(t) — u(7)|| < L|t —t| + L|t — 7| = L|t — 7.
Consequently, u is Lipschitz on [a, ﬂ, a contradiction. O

Note that the condition (19), which is satisfied when all the points of gph S are strongly regular
in the sense of Robinson, cannot be omitted. Indeed, it suffices to consider [a,b] := [—1,1] and
S(t) :={0,/—t} if t <0 and S(t) = 0 otherwise. To conclude this section, let us comment on the
existence of a Lipschitz continuous selection briefly.

Remark 3.2. Let S : RY = R! be a mapping with (p,u) € gphS. Assume that there is k > 0
along with closed convex neighborhoods U of u and V' of p such that S(p) NU is closed convex and
S(p)NU C S(p) + k||p — p|| B for each p,p € V. Note that the last inclusion holds, for some U
and V, provided that S—! is metrically regular at @ for p. By [7, Theorem 3E.3|, there is r; > 0
together with closed convex neighborhoods U of @ and V; of p such that S(p) N Uj is closed convex
and S(p) NU, C S(p) N Uy + k1||p — p|| B for each p,p € Vi. Using Steiner selection, the remark
following [4, Theorem 9.4.3] implies that S has a Lipschitz continuous selection around p for 4.

4 Numerical simulation and applications in electronics

In the following section, we discuss several basic examples from electronics. For the input-output
simulation, we use a modification of an Euler-Newton path-following method from [7, Section 6G]
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which, for variational inequalities, was introduced in [8]. We will apply this method to a generalized
equation (8) with B = C' = I,,, that is,
(20) p(t) € f(z(t) + F(z(1), t€la,b],
where p(-) is Lipschitz continuous, f : R" — R" is differentiable and its derivative mapping is
locally Lipchitz at each point of R”, and F': R®™ = R" has a closed graph. For N > 1, we consider
the uniform grid ¢’ := a +ih, i € {0,1,..., N}, with a step size h = (b — a)/N. Given A > 0, the
corresponding predictor and corrector steps will be

fE) —pt™) + V)T =2 + F(u'th) 3 €' for afixed e € B[0, AR,
(21) i+1 i+1 i1y (L itl i+1 i+1

J@T) =p) + VW) (T =0T + F(2) 30,

where 2° is sufficiently close to the exact solution of (20) at time ¢ := a. The algorithm proposed

in [7, Section 6G] reads as

{ FE) = p(t) = hp' () + V() (0™ = 2) + F(u') 3 0,

(22) f(UHl) o p(tiJrl) i Vf(UHl)(ZHl o Ui+1) + F<Zi+1) 5 07

and requests that p(-) € C'([a,b],R™). Then [7, Theorem 6G.2] contains conditions guaranteeing

that, for all sufficiently large N, this method generates the iterates (2%)Y, with the grid error
i 54| < b
(23) ax [|2" — Z(t)]| < ch’,

where ¢ is a fixed constant and Z(-) is the (exact) solution to (20). This statement requires f to
be twice continuously differentiable, but the original proof relies on the Lipschitz continuity of V f
only. Let us present a similar convergence result for the method (21).

Theorem 4.1. Let Z(-) be a Lipschitz continuous solution of the problem (20) with a Lipschitz
continuous p : |a,b] — R", a differentiable f : R™ — R™ such that V f(-) is locally Lipchitz at each
point of R", and F : R™ = R" having closed graph. Suppose that for each t € [a,b] the mapping

R" 3 v Hy(v) :== f(2(t)) —p(t) + Vf(Z(t)) (v — 2(t)) + F(v) C R"

is strongly metrically reqular at Z(t) for 0. Then for any A > 0 there are Ny € N, a > 0, and ¢ > 0
such that for each N > Ny and each z° € B[z(a), AR?Y], where h := (b — a)/N, the iteration (21),
with the initial point 2°, generates unique (2*)X., verifying (23) such that z' € B[z(t),a] for each
ie{l,...,N}.

Proof. We will imitate the proofs of Theorem 6G.1 and Thoerem 6G.2 in [7]. Denote by L; and Ly
the Lipschitz constant of Z(-) and p(-), respectively. Let r > 0 be such that z([a,b]) + B C rB. As
V f(-) is locally Lipschitz, it is Lipschitz on the (compact) set B with the constant L3 > 0, say.
Let L := max{1, Ly, Lo, L3}. Then, for any z, Z € rB, we have

150 - 1) - vrae-al = | [ (Vf(5+t(2—5))—Vf(é))(ﬁ—é)dtH

(24)

IN

1
L
LHé—%HQ/ tdt =< ||z - 7.
0
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STEP 1. We show that there are positive § and k such that, for each t € [a,b], the mapping
B[0,6] > w — H, ' (w) NB[2(t), k6] is single-valued and Lipschitz continuous with the constant k.

To prove this, fix any ¢ € [a,b]. Let §; > 0 and k; > 0 be such that the mapping B0, b;] > w —
H; ' (w) N B[2(t), dyky] is single-valued and Lipschitz continuous with the constant x,. We claim
that there are positive oy, 5, K}, and p, such that for each 7 € [a,b] N (t — py, t + p;) the mapping

B0, 3] > w — H '(w) NB[2(T), ay /2]

is single-valued and Lipschitz continuous with the constant ;. Let a; := é; min{1, x;}. Choose
pt > 0 such that

(25) 20, L% < min{1,1/ky, o/ (4ky), ).
Fix any 7 € [a,b] N (t — pt,t + pi). Define the function g;, : R™ — R" by
9er(v) = f(2(1) = p(t) — F(Z(7)) +p(7) + VF(Z(t) (v = 2(t)) = Vf(2(7)) (v = 2(7)), veER™

Note that H; = H, + g;,. For any 0, v € R", we have

lge(0) = ge- (@) = [[(Vf(2(8)) = Vf(2(7))) (0 = 0)|| < L]|2(t) — 2(7)] o - o

< Lt - TIIIU — 0| < peL?||0 — ).

Let u; := p:L?. By (25) we have 2rp; < 1. Furthermore, (24) and (25) imply that
l9e- )] = [[f(2(t) = f(2(7)) = V[ (2(7)) (2(t) = 2(7)) + p(7) = p(1)]]

L||Z(t) = Z()|* + |lp(7) = p(O)I| < L*|t = 7* + LIt — 7]

<
< Lp(LPpe+1) < 2p L =: f.

(26)
As pgky < 1/2 and L > 1, we have 1 — pyky > 1/2 and psL < p;L?. Using (25) we get
2’itﬁt - 4lit,0tL S 4/@15,015[/2 < ozt/Q < Oét(l - Iit,ut).

Let k) := k¢/(1 — pueke) > 0. The strong regularity version of Corollary 3.1 (see Remark 3.1), with
g:=—gtr, G:= Hy, Z:=Z(t), and y := 0, implies that

B[0, 8] 3 w — oy, (w) == H_*(w) NB[2(t), o]
is single-valued and Lipschitz continuous with the constant x;. Note that z(7)

we have ||z(1) — z(t)|| < Lp; < /2, hence z(7) € H-1(0) N B(z(t), ay/2)
w € B[O, 5. Since k; < 2k; and 2k,0; < /2, we have

€ H7'(0). By (25),
{0:+(0)}. Fix any

loer(w) = 2(T)Il = llovr(w) = o0 (0)l] < mellwll < 2648 < /2.

As z(7) € B(2(t), az/2), we have o¢(B[0, 3;]) C B(2(7), a¢/2) C B(2(t), o). The claim is proved.
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From the open covering Uicias)(t — pi,t + pi) of [a,b] choose a finite sub-covering by intervals
(t; — pr,sti + pi;) with some t; € [a,b], i € {1,2,...,m}. To finish the proof of STEP 1, let
k:=max{r} : i €{1,2,...,m}} and find § > 0 such that

§ < min{min{ﬂti i€ {12, ,m}}min{on, /2 i€{1,2,. .. ,m}}//{}.
STEP 2. Pick any A > 0. Use STEP 1 to find the corresponding x > 0 and § > 0. Let
(27) a:=d6min{l,x} and K :=max{L, A, 1/a,k,b—a} and c:=36K".
Choose Ny € N bigger than c¢. Fix any N > Ny and let h := (b —a)/N. Then
(28) h < (b—a)/No < K/No < KJe.

Pick any 2° € B[z(a), Ah?]. Asc> K > A and K > 1/a, by (28), we have [|z° — z(t°)|| < ch? <
K*/c* <1/K < a. We proceed by induction. Suppose that 2 verifies ||2* — z(¢')|| < ch* for some
i > 0. We will show that there is a unique 2**! such that

sz‘+1 — E(tiH)H < ch? (< ).

Pick any €' € B[0, Ah?]. Since K > L > 1, (28) implies that ch* < 1. Thus 2’ = z(t')+ (' — 2(t")) €
Z([a,b]) + B C rB. Define the function g : R — R"™ by

g(v) == F(&) = F(E(EY) + V()0 — 21) = V() (v — 2671), v e R™,
Then v*™! satisfies the first inclusion in (21) if and only if it solves the generalized equation
g(v) + Hysi(v) 3 €.
As (28) guarantees that ch® < K3/c? < K, we get that
(29) |2 — 2(t7 )| < |25 — 28| + [|2(t) — 2(t7)|| < ch* + Kh = h(ch® + K) < 2hK.
This implies that, for any o, v € R", we have
lg(@) —g@)I = [[(Vf(z") = V(")) (@ = 0)|| < K|2" = 2| [|o — 0| < 2hK3 |6 — 0]

Let p := 2hK?. Since K > r, (28) implies that 2urx < 4hK?3 < 4K*/c < 1. Moreover, (24) and
(29) imply that

oG = I (G0) 79 - WA G - )] < Flate) -
(30) < 212K3 = 5.
Then 8 = puhK. As pk < 1/2, we have 1 — uk > 1/2, and the relations (28) and (27) imply that

268 = 2kphK < hK < K?/c <1/(2K) < a/2 < a(l — kp).
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By the strong regularity version of Corollary 3.1, with G := Hy1, 2z := z(t'"), and 5 := 0, we get
that the function
B0,8] 3 y— 0(y) = (9+ Hun) () NB(E*).o]

is single-valued and Lipschitz continuous with the constant /(1 — ur). Note that ||e’|] < Ah? <
Kh* < . Let v := o(e’). Thus v"*! is the unique solution to the first inclusion of (21) in
B[z(t"!), a]. Note that o (g(z(t"™))) = z(¢'*!). Since K > k and 1 — kp > 1/2, we get

o e+ o D))

< 6kh2 K3 < 6K*h?.

[t =z = lo(e) = o o= | <

(30 k(h2K + 2h*K?) 3nh2K3
< <

31
(31) 1 —puk — 11—k

As (28) implies that 6 K*h* < 6K%/c* < 1, we have v'™! € z([a,b]) + B C rB. Define the function
g:R" — R" by

Glu) = ) = F((E) + V@) = o) = V() (- (7)), ue R
Then 2" satisfies the second inclusion in (21) if and only if it solves the generalized equation
G(u) + Hyi+1(u) 3 0.
Now, (28) means that 3K3h < 3K*/c < 1. By (31), for any 4, @ € R", we have

l3(@) — §@| = |(VF@*) = V() @ - a)|| < Kllo™* — 2] |l - al
< 6K°W|i—al = 3K*hulli — | < plli — .

Moreover, (28) implies that 9K®h? < 9K®/c? < 1. Using (24), (31), and (30), we infer that
~ (5 (4t i i i /i i L i i
[gGEDI = [[FEED) = f@) = VA EET) = o) < Sl - o
(32) < 18K°m' = 9KSh?p < 8.

By the strong regularity version of Corollary 3.1, with g := g, G := Hy1, z := Z(t'™!), and 7 := 0,
we get that the function

B[0, 8] 3y > 6(y) == (¢ + Hynr) ™ (y) NB[2(t"), of

is single-valued and Lipschitz continuous with the constant x/(1 — ux). Let 2'*' := 5(0). This
means that 2! is the unique solution to the second inclusion of (21) in B[z(¢'™!),a]. Note that
&(g(z(t"))) = z(t"1). Since K > £ and 1 — kp > 1/2, we get that

K

< 36K'"nt.

| | ‘ ) K
= = (7] = o) - oot | < = I < <

By the very definition of ¢, we see that z*! is the point we were looking for. O
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The possibility to choose any sufficiently small ¢’ in the first inclusion of (21) shows that, at
each step i, we have to solve the generalized equation f(z°) — p(t'™) + Vf(z))(v — 2*) + F(v) 2 0
only with the residual proportional to h%. Moreover, taking ¢’ := p(t*) — p(t'™) + hp/(t'), i > 0, we
have ||e!|| < Ah? provided that p/(-) exists and is Lipschitz on [a, b]. Hence (22) is a particular case
of (21). Similarly, instead of 0 in the latter inclusion of (21) one can take any é' € B[0, ARY].

In the remaining part, we discuss some elementary examples from electronics.

Example 4.1. Consider the circuit in Fig. 6.1a involving a non-linear resistor with current-voltage
(i-v) characteristic given by f(z) := argsinh(z), z € R, a source £ > 0, an input-signal source u
with the corresponding instantaneous current i, and a practical diode with i—v characteristic

Vi, Vo], if 2 =0,
F(z) =< Vs, it 2> 0,
Vi, if z<0,

where V) < 0 < V4, are given constants. Letting p := v — E and 2 := ¢, Kirchhoff’s voltage law
reveals that, during a fixed time interval [a, b], the problem (8) reads as

p(t) € argsinh(z(t)) + F(z(t)) for t € [a,b].
T/ T

Corollary 2.1 and Remmark 2.1 imply that ®~! is a Lipschitz function on any compact interval in
R, where ® := f + F' is the mapping corresponding to the static problem (1). Note that, for each
peR,

0, if pen,Val,
d1(p) :={ sinh(p—Vy), if p> Vs,
sinh(p — V1), if p< V.

The assumptions of Theorem 4.1 are satisfied. For a particular choice of parameters, the solution
of the time-dependent problem along with the absolute error of the Euler-Newton path-following
method (21) with ¢’ = 0, ¢ > 0, and p(-) € C*(R) can be found in Fig. 6.2a and Fig. 6.2b,
respectively. In this setting, the precision of both the methods (21) and (22) is almost the same as
can be seen from Table 1. The input-output simulation for a non-smooth p(-) along with the errors
can be found in Fig. 6.3.

Example 4.2. Consider the circuit in Fig. 6.1b involving load resistances R > 0 and R, > 0,
two input-signal sources u; and ug, and a P-N-P transistor (see Fig. 6.4) having three terminals
labeled emitter, base and collector. Its behavior can be described by the Ebers-Moll model [12, p.
409] involving two diodes placed back to back and two dependent current-controlled sources a I’
and o/ shunting the diodes. Here ay € [0,1) is known as the current gain in normal operation
and «; € (0, 1] is known as the inverted common-base gain current. Therefore iy = I — oI’ and

20



I I | S|
L <—
Re TUQ
-
Vi
Ve
@ u(r)
E——
(a) Example 4.1. (b) Example 4.2.
Figure 6.1: The circuits considered.
15 Output 7x 102
S 4
5 5[ 7
i S 4 ]
= ]
al ]
15 2 a ¢ 6 8 10 00 2 4 N 6 8 a0
(a) The output current. (b) The absolute error.

Figure 6.2: Example 4.1 with [a,b] = [0,10], V; = —1,V, = 1,p(t) = 4sint,h = 0.01, E = 0.

ic = I' — anI. This means that

ie\ (1 —ar\ (I
ic N —QON 1 ')
Kirchhoff’s laws also reveal that ip = —(ig + i¢), so Rp(—ic —ig) + u; — Vg = 0 and 0 =

Vo +us+ Rric — Ve = Ve 4+us + Rric + Rplic +ig) —uy. Given Vi < 0 < Vs, Vior <0 < Vg,
a > 0, and # > 0, assume that the characteristics of the diodes involved in Ebers-Moll model are

defined by

Vi1, Vi), r =0, Ve, Ve, r =0,
Gi(x) = Vi1 — aarctan (z), z <0, and Go(z):= Vo1 — Parctan (z), = <0,
Via — acarctan (z), z >0, Voo — Parctan (z), x > 0.
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Output

Input

(a) The input signal. (b) The output current.
% 1.5 1 § 0.6 l ‘
(¢) The grid error. (d) The absolute error.
Figure 6.3: Example 4.1 with [a,b] = [0,10], V; = —1,Vo = 1,h = 0.01, E = 0.
h Method (22) | Method (21) with e’ =0
0.1 0.0020 0.0027

0.01 2.0035e-07 2.2500e-07
0.001 | 2.0197e-11 2.2057e-11
0.0001 | 2.4514e-13 2.4869e-13

Table 1: The grid error maxg<;<y ||2* — z(¢')|| for different step sizes in Example 4.1.

Then Vg € G1(I) = —aarctan (I) + Fy(I) and Vo € Go(I') = —Parctan (1) + F»(I’), where

Vi1, Vea], =0, Ve, Veo|, =0,
Fi(z) = Vi, <0, and Fy(z):= Vo, x <0,
Vi, x>0, Voo, x>0

To sum up, we obtained that

Uy c RB RB 1 —Qy I . o arctan ([) + Fl(])
U — Us Ry Rgp+ Rp —ay 1 I parctan (1) (I )
So we arrived at (1) with n = m =2, B=C = I, p := (uj,u; — up)?, z := (I, I')T. Fix any
z € R?. Then
Vf(f): <(1—OZN)RB—CY/(1—|—Z%) (1—01[)RB )
(1_aN)RB_aNRL (1—061)RB+RL—5/(1—|—Z%)
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EBERS-MOLL Model
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Figure 6.4: The P-N-P transistor and its Ebers-Moll model.

Assume that 2a < (1 — ay)Rp and 28 < (1 — ay)Rp + Rr. Then A := Vf(Z) a P-matrix, since
the principal minors are

a;; > (1—ay)Rp/2 >0, ax > ((1—041)RB+RL)/2 >0, and detA > (1—ajay)RrRp > 0.

As both F; and F, are maximal monotone, Corollary 2.1 says that ® is strongly regular at any
reference point. The solution obtained by Euler-Newton method (21), with ¢’ = 0, i > 0, is in
Fig. 6.5a and 6.5b. The solutions of the corresponding “partially” linearized sub-problems can be
found precisely in this case (see Remark 4.1).

—a -3

. \/ \/]

-2

IS

o 2 a ? 8 10 12 o 2 a ? 8 10 12
(a) The first component I of the solution. (b) The second component I’ of the solution.
Figure 6.5: Example 4.3 with Vg = =2, Vg = 2, Vioy = —4, Vo = 4, a = 2/7, f = 2,

uy(t) = sin (t), ua(t) = 10sin (¢), Ry = 3000, Rp = 30000, a; = 0.7, ay = 0.1, and h = 0.01.

Remark 4.1. Consider the generalized equation p € Az + F(z). Suppose that A € R?*? is a
P-matrix and that F : R? = R? is defined by F(z) = (9| - [(21), 9] - [(22))7, 2 = (21, 22) € R?. Pick
arbitrary p;, po € R. Then

g1 = (axn+0|- |)_1(p2),
a91Q a a
g2 = (ag — 21712 + 0| - D*l <p2 — ﬁpl + ﬂ) , and
a11 a11 a11
asna _ a a
g5 = (g — —249|-) 1(p2_ﬂpl_ﬂ)
a1y a11 a1
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are well-defined numbers. Let

g1, it |p1 - a1291| <1,
2= G2, if p1—aipg > 1,
g3, if p1—aegs < -1,

and let 2 := (a1 + 9| - |) 7 (p1 — a1222). It is easy to show that (21, z) is well-defined and solves
our generalized equation.

Example 4.3. Suppose that a continuously differentiable function ¢ : R — (0,00) and « > 0 are
such that ¢(0) < ¢(a),¢’'(0) > 0 and ¢'(a) > 0. Let us replace the practical diode in Example 4.1
by Sillicon Controlled Rectifier (SCR) with characteristic described by

[‘/17 90(0)]7 if 2= 07
G(2) = az + Vi, %f z <0,
e(2), if z€[0,a],

a(z—a) +e(a), if z>a,

where V] < ¢(0) and a > ¢'(«) are given. Suppose that ¢/(z) > —R for each z € (0,«). Note that
G = g+ F with
Vi,p(0)], if z2=0,

F(z) =< W, if 2z <0,
©(0), if z>0,
and
az, if z<0,
9(2) = § »(z) —»(0), if zel0,a],

a(z — a) + o(a) —(0), if z>a.

The current i solves u — E € Ri + g(i) + F(i). By setting p = v — F and z = ¢ we get (1) with
m=n=1,that B=C=1, f(z) = Rz+ ¢g(z),z € R. Then f is locally Lipschitz continuous on R
with

(R +a, if z<0,
[R+a,R+¢'(0)], if z2=0,
0f(z) = § R+¢/(2), if 2¢€(0,q),
[R+ ¢ (a),R+a], if z=aq,
\R+a, if 2> a.

For any z € R, all the elements of 0f(z) are positive. Given (z,p) € gph ®, repeating the steps
in Example 4.1, we get that the assumptions of Theorem 2.4 (ii) are satisfied. Thus & is strongly
metrically regular at any reference point.
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