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1 Introduction

"The lurking suspicion that something
could be simplified is the world’s
richest source of rewarding challenges.”
Edsger Dijkstra

Named Entity Recognition (NER) is one of the important parts of Natural
Language Processing (NLP). NER is supposed to find and classify expressions
of special meaning in texts written in natural language. These expressions
range from proper names of persons or organizations to dates and often hold
the key information in texts.

NER can be used for different important tasks. It can be used as a self-
standing tool for full-text searching and filtering. Also it can be used as
a preprocessing tool for other NLP tasks. These tasks can take advantage
of marked Named Entities (NE) and handle them separately, which often
results in better performance. Some of these tasks are Machine Translation,
Question Answering, Text Summarization, Language Modelling or Sentiment
Analysis.

NER task was firstly introduced at MUC-6 in 1995. Since that time it
has moved from rule-based systems to statistical systems with variety of ad-
vanced features. The state-of-the-art performance is around 90% for English
and 70% for Czech. The performance for other languages greatly varies de-
pending on properties of a given language. It is thus very important to find
new approaches to fill this gap in performance between different languages.
Following example shows a typical output of a NER system.

<organization>The European Union</organization> was formally
established when the <other>Maastricht Treaty</other> came
into force on <date>1 November 1993</date>.



Introduction Outline

1.1 Outline

The second chapter will be devoted to measures for NER. We believe that
it is important to define the evaluation techniques before some results are
presented.

The third chapter describes the factors that may influence the perfor-
mance of NER system. These factors are usually given and independent on
the method. It is important that the results must be interpreted in context
and not only as absolute numbers.

The fourth chapter introduces the methods that are used for NER. For
each of these methods one or two examples of a NER system are given.

The fifth chapter covers the most used features for NER. The features
seems to have at least the same importance as the methods.

The last chapter summarizes the open challenges of NER task.



2 Measures

"Measure what is measurable, and
make measurable what is not so.”
Galileo Galilet

This chapter will be devoted to performance measurement. In any area of
research it is important to evaluate and compare results of new methods.
There is thus a need to use some objective measure (or measures), which
would well cover the purpose of the research.

Unlike other NLP tasks (e.g. Machine Translation) NER uses only one
standard method of measurement, which is generally accepted. This method
uses three metrics to describe the performance of NER system, each for
different aspect of the task. These metrics are called precision, recall and
F-measure (also F-score or F score).

We will define these measures on a general classification of objects into
two classes; positive and negative. Then there exist four following classes of
classification results.

Positive (P) - positive object marked as positive.

Negative (N) - negative object marked as negative.

False positive (FP)- negative object marked as positive.

False negative (FN) - positive object marked as negative.

This is well shown on fig. 2.1, where the curves show the distribution of
positive and negative objects, the dotted line shows the decision threshold
of classifier. In the areas marked as FN and FP are some objects marked
incorrectly.
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Figure 2.1: Precision and recall

Now we can easily define precision, recall and F-measure as follows.

P
P+ FP
P
P+ FN
2P
2P+ FP+ FN

Precission =

Recall =

F-measure =

Precision is a measure of trust, that the objects marked as positive are
really positive. Recall is a measure of trust, that all the positive objects are
marked. It is obvious that precision and recall describe different aspects of
results. Moreover, these measures are competing. As shown on fig. 2.2, if
the decision threshold is moved to the left, there will be fewer FN objects
and more FP objects, resulting in high recall and lower precision. This is
important in evaluation of a classifier, because high recall (resp. precision)
classifier can be better for various tasks. F-measure is a harmonic mean
between precision and recall and is something like overall perspective.

The last piece of information needed for NER performance evaluation is
to define, what is counted as P, N, FP and FN. This definition slightly differs
between NER conferences. The following sections will describe evaluation
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Figure 2.2: Precision and recall change

methods used on major NER conferences and also the evaluation method
used in this thesis.

2.1 MUC-6 Evaluation

The NER task was introduced at MUC-6[1]. So the initial evaluation tech-
nique was defined at this conference. The choice of evaluation metrics was
based on other information retrieval tasks. Since that time precision, recall
and F-measure are used as a standard in NER.

At MUC-6 span (or text) and type of the entity was handled separately.
The type is counted as correct, if it is the same as the original type and
the span overlaps the entity. The text is considered correct, if it matches
the original text of the entity. The text comparison involves operations like
trimming or removing unimportant parts (ltd., the, etc.). Each entity can
have an alternative text, which is also considered as correct.

Three numbers were counted for both type and span: COR (correct an-
swers), POS (number of original entities) and ACT (number of guesses). The
overall results of the system were acquired by adding these number for type
and span together. The precision, recall and F-measure were then computed
in a standard way using these numbers.
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The evaluation techniques for all MUC tasks are covered in The Message
Understanding Conference Scoring Software User’s Manual *.

2.2 CoNLL Evaluation

The CoNLL 2002[2] and 2003[3] have used an exact match evaluation. The
entity is considered correct only if it has exactly the same span and type.

The advantage of this method is, that it is clear, simple and gives a lower
estimate of the evaluated system. The disadvantage is, that in some cases it
is too strict. If the original entity is "The United States” and "United States”
is marked by the system, then "The United States” is considered as FN and
"United States” as FP. The result is, that the system is penalized in two ways
for almost good answer.

2.3 ACE Evaluation

The Automatic Content Extraction program consists of various NLP tasks.
There are two tasks directly focused on NER, Entity Detection and Tracking
(EDT)[4] and Time Expression Recognition and Normalisation (TERN)[5].
Both tasks extends the standard definition of NER tasks with deeper level
of detail.

The evaluation of EDT task did not used standard metrics. The evalua-
tion is based on a special scoring system, where each type of error and also
each type of entity has different weight. The scoring system is very complex.
On one hand, it can be adjusted and used to properly evaluate systems re-
garding various needs. On the other hand, the weights must be the same to
compare two systems and it is hard to get direct feedback.

Thttp: //www-nlpir.nist.gov /related_projects/muc/muc_sw/muc_sw_manual.html
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2.4 Our evaluation

Each entity is defined by two attributes: type and span. Both these attributes
are important, but in many cases, you prefer to have correct type. Sometimes
the span of entity is hard to guess even for humans. This can be exemplified
on entities in table 2.1, where not correctly marked span gives important
information.

Entity Marked as

Zapadoceska univerzita v Plzni Zapadoceska univerzita

University of West Bohemia in Pilsen  University of West Bohemia

Kongres Spojenych stati americkych Kongress
United States Congress Congress

IBM Ceska republika IBM

IBM Czech Republic IBM

Table 2.1: Examples of entities marked with not correct span, which can give
a valid information.

This is the motivation to use extended model, where the partially good
span can be taken into account. In this thesis, we categorize entities into the
following bins. It is not necessary to keep track of N, because it is not needed
for our measures.

e Correct - the entity is marked on correct span with correct type.

e Partially correct - the entity is marked with correct type, but the span
is not exact.

e Not correct - something is marked, but it is not an entity.

e Not marked - entity is not marked.

We then use these bins to compute two versions of all previously men-
tioned measures. These versions differ in the way, how the bins are mapped
to P, FP and FN. In both versions correct is mapped to P, not correct to
FP and not marked to FN. The first version is strict and maps the partially
good to FP. The second version is lenient and maps partially good to P. All
is summarized in the following formulas.

7
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Strict
Precissi Correct
recission =
Correct + Not correct + Partially correct
Correct
Recall =
cea Correct + Not marked
P 2 - Correct
-measure =
2 - Correct + Not correct + Not marked + Partially correct
Lenient
e Correct + Partially correct
Precission = :
Correct + Not correct + Partially correct
Correct + Partially correct
Recall =
Correct + Not marked
2 - (Correct + Partially correct)
F-measure =

2 - (Correct + Partially correct) + Not correct + Not marked



3 Performance influencing factors

"Success is a science; if
you have the conditions,
you get the result.”

Oscar Wilde

There are many factors that can radically change the performance of a NER
system. The most important of these factors are the language and domain
of the processed texts and the information we are looking for.

3.1 Language

The language itself is obviously one of the most important factors. The
first systems based on rules were build for a specific language and it was not
possible to easily alter them to different language. With the advent of systems
based on machine learning, it was possible to choose features independent on
the language and use the system for different languages. The performance of
the systems is significantly affected by the language and for some languages
the difference in performance is more then 20% [6].

The majority of systems were logically created for English. But many
languages have at least some experiments with state-of-the-art methods. The
results for various languages are presented in tab. 3.1, but keep in mind that
these results are affected by several conditions.

We are obviously interested in Czech. So far, there are only two published
results [10][15]. The best performance for all entities using similar level of
detail as CoNLL is F-measure 71%. There is a big gap between state-of-the-
art English and Czech NER. Even for many other languages the difference is
quite big.
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Language F-measure
Arabic [7] 79.21 %
Bulgarian (8] 89 %
Chinese [9] =90 %
Czech [10] 1%
Dutch [11] 77.05 %

English [12] 88.76 %
German [12] 72.41 %
Greek [13] 71-94 %
Hungarian [14] | 91.95 %
Spanish [11] 81.39 %

Table 3.1: Results of NER for various languages.

3.2 Domain

The domain of corpora can highly influence the performance of NER system.
Some domains seems to be easier for NER then others, e.g. news articles and
texts from social networks.

The systems are usually trained on one domain and it would be desir-
able to directly use them for other domains. Unfortunately, a fundamental
performance degradation was detected if the domains are slightly different.
Drop in F-measure from 90.8% (CoNLL) to 64.3% (Wall Street Journal) was
reported in [16]. Similar performance degradation was reported in [17] for
NER trained on MUC-6 corpus and used for more informal texts like emails.
The domain adaptation problem is one of the challenges of NER [18].

3.3 Searched entities

Another important aspect are the types of entities we are looking for. Some
categories of NEs are easier to find then others, e.g. countries are easier then
organizations [2][3]. Of course, this depends on the definition of the class.

10
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For example the datetime class can be defined very strictly to contain only
absolute dates (2007; 5.3.2001; June 5, 2004) or it can include relative dates
(next Saturday, in December), obviously the second case is harder. This can
be applied to other classes more or less.

There also exist different levels of detail. On one hand, some authors
use coarse-grained categories. The annotation scheme defined at MUC-6][1]
has three types of NEs, where each category has two or three subtypes.
At CoNLL[2][3], there were only four categories. On the other hand, some
authors have defined many detailed categories. A finer-grained categories
were used by BBN for Question Answering[19]. A hierarchy of 150 (later
200) categories was proposed by [20]. The Czech named entity corpus defines
ten categories and 62 subcategories [15]. Generally, it is harder to classify
entities into more categories [20][15].

The common NE categories are Person, Organization, Location (GPE),
Date (and time), Numbers (of different kinds) and Miscellaneous. Another
branch of NER is focused on biology and thus uses categories like Protein,
DNA etc. [21]

11



4 Methods

"An algorithm must be seen to be believed.”
Donald Knuth

Many different approaches were used for NER. This chapter is an attempt to
choose the most important methods and describe their usage, training and
other properties.

4.1 Method division

There are various aspects which can be used to divide or describe the meth-
ods. The divisions presented in the following paragraphs are compilation of
notations used in NER or generally NLP field. They are not rigid, but they
should give some idea about the methods.

All the methods have two basic development steps, creation and usage.
The first division is based on creation phase. We say that the system is hand-
crafted, if all the parameters (in this meaning parameter can be even a rule)
of the system are made or set by human. The system is denoted as machine
learning system, if the parameters are somehow estimated by a computer.

The machine learning systems can be further divided based on the data
they need to find the parameters. If the system needs corpus with already
marked entities, then the system uses supervised learning. If the system
needs only small amount of marked examples and then tries to improve the
performance using unmarked text, then it uses semi-supervised learning. The
last option is unsupervised learning which estimates the parameters from
unmarked text.

12



Methods Rule-based Methods

The methods can be also divided by their usage to deterministic and
stochastic. The difference between these groups is simple, the stochastic
models are based on probability distributions while the deterministic are not.
The difference can be seen on the results of these methods. The stochastic
methods assign a set of labels and their probabilities for each word, while the
deterministic methods assign for each word only one label.

There is also a term rule-based system. This term suggests another di-
vision based on how exactly is the NER task executed. Rule-based systems
recognizes NEs by applying rules. The other category would be for example
classification-based, but this term is not commonly used.

In many cases not all of the presented terms are mentioned. For example
when a rule-based system is mentioned, it is automatically considered as
hand-crafted deterministic rule-based system. Similarly if we talk about a
system based on some classification method, we consider that it uses some
machine learning method to find the parameters for the classifier.

4.2 Rule-based Methods

4.2.1 Dictionaries

The simplest method which can be used are dictionaries. NER based on
dictionaries tries to find NE in the dictionary for each word (or group of
words). If it finds some NE, then it is marked. Dictionaries of NEs are often
called gazetteers.

The performance of this method corresponds to its simplicity. Even a
very large gazetteers contains only a small portion of all used NEs. NEs
are also used in various forms (e.g. Pilsner University), not only the basic
form (e.g. University of West Bohemia), so it is necessary to enumerate all
possible forms in the dictionary. For inflectional languages it is necessary to
enumerate all word forms or to use lemmatization or stemming.

This method is not usually used separately, but is often used as part in
more complex systems. Extended version of this method was used in [22].

13
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4.2.2 Regular Expressions

One of the most widely used tools for text processing (not only NER) are
regular expressions (RE). REs are a grammar classified as regular in Chmosky
hierarchy. That means that they can be processed by finite state automaton
and that their processing is very fast. The grammar itself slightly differs from
one implementation to another and will not be described here.

REs were used as a part of many systems and some of the simpler rule
based systems can be built only on REs.

4.2.3 Context Free Grammars

Context Free Grammars (CFG) are more general level of grammar than reg-
ular expressions in Chomsky hierarchy. CFG can create more complex rules
then RE and thus have advantage for rule-based systems. On the other side,
the complex rules written in CFG cannot be applied as machine learning fea-
ture without loosing adaptability. The more complex rules tend to be more
dependent on a particular domain or preprocessing tool (e.g. tokenizer).

CFG have been used in many systems in the rule based era of NER.
Examples of these systems can be found on MUC-6 and MUC-7 conferences
[23][24].

4.3 Statistical Methods

Statistical methods for NER are modelling the probability distribution p(y|x),
where y is the sequence of NE classes and x is the sequence of words. Some
methods classify each word separately, other methods are classifying the
whole sequence.

There are two different approaches to classification called generative and
discriminative. The generative classifiers are based on the Bayes theorem
(4.1) and are modelling p(x|y) and p(x). The typical generative classifier is
Naive Bayes. The discriminative approach models directly p(y|x) and one of
the typical examples is Maximum Entropy.

14
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plyl) = % (4.1)

It is also necessary to adopt some model for handling multi word NEs. All
the described methods assign probabilities of labels to each word. If there are
two words with the same assigned class, then by using simple labelling (one
label for one class) it is not possible to distinguish, if the second word is start
of another entity or continuation of the first. An example in Czech follows
(in this case, the English translation does not have the same problem).

Ukdzal dopis od Petra Pavlovi.
He showed the letter from Peter to Paul.

The easiest way to handle it is to ignore it. It is not very common, that
one entity of the same type directly follows another (of course it depends
on language). So it is possible to mark all consecutive occurrences as one
entity. Another way is to encode one entity type with multiple labels. A
common way is to use BIO (or IOB) model [2][25], where B stands for begin,
I for inside and O for outside. All NE classes then have two labels (e.g.
person_B, person_I, city_B) and the O is for non-entity class. Some authors
are extending BIO model with E (end) tag [26].

The following sections will describe the most used classification methods.

4.3.1 Hidden Markov Models

Markov Models are modelling a Markov process and are based on a state
graph. Markov process is a stochastic process for which the state transmission
probability distribution depends only on the present state. Hidden Markov
Models are modelling a process, where the states are not directly observable.
Hidden Markov Model is fully described by following properties.

o X ={z1,...,2,} — Set of observations.
o Y ={yi,...,yn} — Set of states.

e 7y, — Initial state.

15
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o p(yr|yr—1) — The state transition probability distribution.

e p(x|yk, yx—1) — The observation emission probability distribution.

For NER the states are the NE classes and observations are words. The
Viterbi algorithm is then used to find the sequence of states (NE classes) with
highest probability. The Baum-Welch algorithm can be used to improve the
parameters of HMM using unmarked texts. A typical example of a HMM
system is [27]. HMM were only used in combination with other classifier at
CoNLL 2003 [3]. Recent systems often prefer Conditional Random Fields,
which have similar ability to handle sequences.

4.3.2 Support Vector Machines

The Support Vector Machines will be described in the simplest possible way
following the original description [28]. We will assume only binary classifier
for classes y = —1,1 and linearly separable training set {(x;,y;)}. It means
that the conditions (4.2) are met.

Figure 4.1: Optimal (and suboptimal) hyperplane.

16
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Thanks to the choice of y labels, we can rewrite the conditions (4.2) in
one equation (4.3) that covers all objects in the training set.

Yi- (Wo-x+bo) >1 (4.3)

SVM are based on the search of the optimal hyperplane (4.4) that sepa-
rates both classes with the maximal margin. We need to measure the distance
between the classes in the direction given by w. The formula for this is (4.5).

WO'X+b0:0 (44)
d(w,b) = min W omax 2V (4.5)
z;y=1 ‘W| zy=—1 ‘W‘

The optimal hyperplane maximizes the distance d(w,b) and can be ex-
pressed as (4.6). Therefore the parameters wy and by can be found by max-
imizing |wg|. For better orientation the optimal hyperplane (and also one
suboptimal) is shown on figure 4.1.

(4.6)

The classification is then done by looking on which side of the hyperplane
the object is. Mathematically written as (4.7).

[(x) = sign(wq - X + bp) (4.7)

The best presented result for Czech NER was achieved with SVM [10].
SVM are also often used in systems which combine multiple classifiers [29],
because they are able to generalize very well and the principle is quite differ-
ent from other methods.

17
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4.3.3 Maximum Entropy

The most uncertain probability distribution is the uniform one, because then
everything has the same probability. If some constraints are added to the
model, the model has to be modified to satisfy these constraints, but there is
infinite number of probability distributions satisfying them. The principle of
maximum entropy [30] says that the best distribution is the most uncertain
one subject to the constraints. A constraint is given in the following form.

Ey(f) = Ey(f) (4.)

Where E;(f;) is the expected value of feature f; observed from data and
E,(f:) is the expected value of maximum entropy model. The features are in
the following form.

1 if y is PERSON and z starts with capital letter

0 otherwise (4.9)

f(ﬂf,y)z{

Where parameter y is a class of a NE and z is the classified object, in our
case word (or lemma). It is not necessary to have only binary features, but
all feature values have to be positive.

For named entity recognition we want to find conditional probability dis-
tribution p(y|x), where y is class of word and x are words used for classifi-
cation. Following the principle of maximum entropy we want p(y|z) to have
maximum entropy of all possible distributions.

argmax H (p(y|z)) ZP ZP(M%) log p(y|z)

p(y|z) zeN yew

Because H(p(y|x)) is a concave function, there is only one maximum. It
can be shown by Lagrange method [31] that the best probability distribution
has the following parametric form.

ploke) = 7z exp 3o i) (4.10)

18
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Z(x) = Z exp Z Aifi(z,y)

Z(x) is only a normalizing factor which ensures that p(y|z) is a prob-
ability distribution. A = {\o,..., A\,} are parameters and have to be set
properly to gain maximum entropy. The parameters are found using Gener-
alized Iterative Scaling[32], Improved Iterative Scaling[31], Limited memory
BFGS[33][34] or other minimization method[35].

ME is one of the most popular and successful methods. On CoNLL 2003
five of 16 systems used ME [3]. A typical pure ME classifier is presented in
[36].

4.3.4 MEMM

A Maximum Entropy Markov Model [37] is a combination of Maximum En-
tropy and Markov Models. The motivation is to get the best of both methods.
The HMM'’s ability to find sequences and ME’s ability to use a lot of diverse
features. In other words, we want to model probability distribution p(y|z,y’)
using the Maximum Entropy principle. This can be achieved by splitting the
problem into probability distributions p,(x|y), creating one ME classifier
(4.11) for each previous class.

py(@ly) = exp Y A f(x,y) (4.11)

Zy(z)

The transformation of dependencies can be seen on fig. 4.2. The black
points are observations and the white ones are states or labels. The HMM
uses a generative approach and models two distributions for state transi-
tion and observation emission. The ME uses a discriminative approach, but
cannot exploit the Viterbi or Baum-Welch algorithm. The MEMM is a dis-
criminative method that can use altered Viterbi and Baum-Welch method.

So far, MEMM seems to have only advantages. There is also one very
important disadvantage that is data sparseness. While in ME data are used
to train one classifier, in MEMM the data has to be split and used for |y|
classifiers, where |y| is number of labels.

19
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O——>0—7>0
)

(a (b) (¢)
Figure 4.2: Dependency graphs for (a) HMM, (b) ME nad (¢) MEMM.

4.3.5 Conditional random fields

Conditional Random Fields (CRF) were introduced in [38]. The idea of CRF
is strongly based on ME. The difference is that ME classifies one instance
after another while CRF classify the whole sequence at once. Mathematically
written, ME estimates p(y;|z;) for ¢ = 1,...,n and CRF estimate p(y|x)
where y and x are n-dimensional vectors. The probability p(y|x) can be
computed using matrices and a variant of forward-backward algorithm.

Y0 = g exp (A (y-x) (1.12)

The features are extended and can use the previous state in contrast to
ME. Two types of features are used, state s and transition ¢. The state fea-
tures can be considered as a subset of transition features, where the previous
state is not used, and a general feature definition (4.14) can be used.

{F(yier, v, <, )1 = {s(yi, %, )} U {t(yicr, i, %, 1)} (4.13)

Following the dependency graphs from 4.2 we can see the dependency
graph for CRF on fig. 4.3. The parameters of this model are found using
similar methods like ME, e.g. L-BFGS.

Initial tests on the NER task was done in [39]. Since their introduction,
many systems used them with very good results[8][7]. CRF are considered
to be the most successful classification method for NER.

20
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Figure 4.3: Dependency graph for CRF.

4.4 Semi- and unsupervised methods

Semi-supervised methods are usually based on a small set of training exam-
ples for each NE class. These examples are then used to find patterns or
contexts around them. New NEs are then found using these patterns and
contexts. This process is then iterated and the new NEs are always used as
examples for the next step. This method is called bootstrapping.

Unsupervised methods are typically based on clustering. The clustering
methods can use contexts, patterns etc. and rely on a large corpora. It is
often difficult to find the boundary between these two classes.

One of the systems using bootstrapping is [22]. It uses small set of NEs
for each class as a seed for automatic gazetteer generation and list-lookup
strategy (extended by heuristics). Another system in this category is [40].

As the previous examples show, semi-supervised methods are often related
with the problem of automatic gazetteer generation. There are many various
ways how to deal with this task [41][42].

4.5 Method combinations

In this section we will talk about how to combine different classification
methods to improve the results of a solo classifier. In [13] a two passes
algorithm is used to identify NEs. In both phases separate classifier is used
for each class. The results of the first phase are used as features in the second
phase.

Some authors have used a method similar to the one described earlier
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[43][44]. The method is called stacking and its principle is that output of one
classifier is taken as input to another one. Multiple classifier can be combined
this way.

Another way to combine classifiers is voting. There are two types of
voting. The first one [45] is called majority voting and uses the final results,
i.e. one class of NE is assigned to each word. The second one [45] is called
weighted voting and uses the raw output of classifiers, i.e. probabilities for
all classes are assigned to each word. Both of these types can use weights «;
for classifiers p;(y|x). The «; parameters can be found using some form of
Expectation-Maximization algorithm.

p(ylr) = arpi(yle) + .. + anpa(y|) (4.14)

In [46] and [47] an ensemble of classifiers is used. All the classifiers uses
the same classification method but different feature set. Genetic algorithms
(GA) based classifier selection is used to find the best set of classifiers. GA are
also used to choose between majority and weighted voting. Similar approach
is also used in [29], but the problem is taken as multi-objective optimization.

In general, classifier combinations give better results then the individ-
ual classifiers. When dealing with NER task, it is advisable to use some
combination of classifiers based on different approaches or feature sets.
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5 Features

"What we observe is not nature
itself, but nature exposed to
our method of questioning.”

Werner Heisenberg

If a machine learning approach to NER is used, the features are something
like the senses for human. That is why choosing the right feature set has the
highest importance. From the beginning of the NER task various features
have been used. In the following paragraphs and sections we will try to
describe some terms used in connection to features and the most important
features.

At first we will focus on the context that the feature uses. Commonly,
two categories are used, local and global. Local features use only a small
neighbourhood of the classified word, while global features uses the whole
document or corpus. Sometimes some meta-information about the document
is also considered as global feature.

Another important property of the feature is a language dependency. The
feature is language independent, if it can be used for another language without
any changes. If we want to create a language independent NER, we obviously
need to use only language independent features and methods.

Sometimes a term external is used to indicate a feature which uses an
external system or information source (e.g. Wikipedia). Gazetteers and
dictionaries are sometimes considered external, but more often have their
own category, dictionary or list-lookup features.

Usually, the features are acquired for some small neighbourhood (window)
of the classified word. This window is often —2,...,+2 or —3,...,+3.
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5.1 Local features

5.1.1 Orthographic features

Orthographic features are based on the appearance of the word, e.g. the first
letter is a capital letter, all letters are capital or the words consists of digits.
These features are used very often [3], because they need only the word, are
language independent and still very effective for many languages. Interesting
approach for these features was presented in [16].

5.1.2 Affixes

Another language independent feature are affixes. Some types of NEs often
share the same word ending or prefix. Only a small portion of affixes are
meaningful and thus some kind of threshold or feature selection is needed to
choose a reasonable number of affixes.

5.1.3 Word

A word itself can be used as a feature. In many cases all letters are converted
to upper or lower case to capture a word at the start of a sentence as the
same feature as in the middle[45].

5.1.4 Stemming and lemmatization

Stemming is a task which is trying to find the root of each word, resp. to
remove all affixes. A stem can be used directly as a feature similarly to a
simple word feature. Stemming can also improve the performance of other
features, e.g. gazetteers.

Lemmatizetion is a task similar to stemming but the output is a lemma
instead of a stem. Lemma is basic word form of a word often used as a
dictionary entry.

The importance of stemming and lemmatization is influenced by the lan-
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guage. For highly inflectional languages like Czech, stemming or lemmatiza-
tion is almost a must because it is necessary to reduce the high number of
different word forms.

5.1.5 N-grams

Two types of n-grams are used in NER. The less common type is a character
n-gram. Character N-grams are used to capture the inner structure of a word.
Affix feature described above can be considered a special case of character
n-grams, where only n-grams at the beginning (resp. end) of the word are
used.

The second type are word n-grams. Word n-grams are used to capture
word sequences that are often NEs or that often have NEs in their neigh-
bourhood. Unigrams are identical to word feature described above.

5.1.6 Part of speech and morphology

Morphological tags are a useful feature. Generally, NEs are most often nouns,
adjectives and numbers. Other types like prepositions appear less frequently
and some like verbs are rare. In inflective languages, morphological tags also
give us a possibility to detect consecutive words in the same case which can
improve the NE detection.

5.1.7 Patterns

Various types of patterns have been used in NER. The rule-based systems are
based on patterns, but machine learning methods can also exploit patterns as
features. For machine learning, it is good to use some method for automatic
extraction of patterns [48][49]. Usage of more complex hand-made rules in
machine learning systems tends to have a negative impact on the adaptability.

An interesting approach was presented in [50]. One of six categories is
assigned for each word. Each category is represented by one character. The
pattern is then a string of the category characters.
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5.2 Global features

5.2.1 Previous appearance

Some authors use a previous appearance of an NE in the document. If NE is
already marked in the text, new appearance of the same NE will be probably
NE with the same class.

Sometimes this is not used as a feature but as a postprocessing step. After
the classification step, all the found NEs are reviewed and the NE classes can
be changed if they appeared in other class with higher probability.

5.2.2 Meta information

For some documents meta information is available. This meta information
can consist of various things and some of them can be used as a features
for NER. Good example of documents that can include meta information are
news articles or emails. When dealing with news articles (resp. emails) it can
be useful to use category of that article, its title (resp. subject) etc. However,
usage of meta information has negative impact on adaptability, because the
meta information will not be available or will be different for other domain
or data source.

5.3 List-lookup features

5.3.1 Gazetteers

Gazetteers are lists of NEs. The opinions on gazetteers are mixed. Some
authors stated that usage of gazetteers has not improved their results while
other says it improved it significantly. The fact that gazetteers are used in
many systems speaks for the second claim.

Systems with gazetteers are obviously loosing the possibility of direct use
for another languages. There were attempts to mitigate this problem by
unsupervised or semi-supervised gazetteer creation.
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5.3.2 Trigger words

Trigger words are words which are not NEs, but are often in the neighbour-
hood of NEs. For example president’ can be a trigger word for Person NE.
List of trigger words can be automatically learned from corpora or can be
made by hand (e.g. list of degrees).

5.4 External Features

5.4.1 Wikipedia

Wikipedia is a rich source on information, it is thus natural that some authors
try to exploit it in NER. In [51][52] the authors use the categories of some
word sequences as a feature for NER. The results are obviously dependent
on the language of Wikipedia, because English has many times more articles
than other languages.

Wikipedia have been used for another purposes then as a feature in NER.
It was used as a automatically created corpus for NER [53] or for automatic
creation of gazetteers [54]. Wikipedia is also often used as a source of infor-
mation for Named Entity Disambiguation task, which is related to NER.
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0 Future work

"Now this is not the end. It is not

even the beginning of the end. But it s,
perhaps, the end of the beginning.”
Winston Churchill

Even though much effort was devoted to NER there are still challenging
problems in this task. In this section we will try to enumerate them.

The first challenge is lower performance of Czech NER compared to En-
glish. The previous experiments show that Czech NER has significantly
lower performance using the same methods and features like English. It is
thus important to search new ways to improve it. We believe that solving
the problem for Czech can also improve the results for other languages with
similar problems.

Another challenge is multilingualism of NER. It is important to develop
methods and features which works for all or at least many languages and
do not decrease the performance of language dependent methods. All the
main NER conferences addressed multilingualism. The proposed methods
still have lower performance for some languages like Czech or German, this
problem is thus connected with the one above.

It is also important to find some way to effectively adapt systems trained
on one domain to other domains. This challenge can be extended if the new
domain uses different set of classes than the original. Even though this is an
important task, not many authors have addressed it.

Another area which needs further research are unsupervised and semi-
supervised methods for NER.

One task is deeply connected to NER and it is Named Entity Disambigua-
tion. This task follows the NER task and tries to connect all NEs which refer
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to one object and to assign some standard form to it. It is significant help
for other tasks which uses NER as preprocessing tool.

We also feel the importance of quality and reusable implementation of
NER system, so it can be directly and effectively used for other projects and
for commercial use. We will try to find or define a standard way or interface
for NER.

6.1 Aims of Doctoral Thesis

e Develop new recognition methods and features to improve performance
for Czech and other languages.

e Propose semi-supervised approaches to improve the adaptability of
NER.

e Experiment with disambiguation on small subset of selected named
entities.

e Create quality and reusable NER system, which will provide standard
interfaces.
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