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Abstract 

Computer speech recognition gains more and more attention these days with its 

implementation in nearly everyday life. But the ultimate goal is still out of reach. 

The automatic recognition (ASR) systems can very precisely work on small 

domain. However the bigger the domain is the worse is the performance of the 

ASR system. 

The aim of many researchers is to diminish this problem on various levels of the 

ASR.  

This work describes components of an ASR system, how they are working 

together and delves into prosody and how it is used in ASR. From the usage of 

prosody, the main part of work describes how the ASR can be improved better 

modeling of the speech variance. We discuss usage of triphones, syllables and 

other models as well as algorithms and techniques for clustering. 
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1. Automatic Speech recognition 

1.1. Brief History of ASR 

The first ASR systems were developed in the 1950s and were based on 

template matching algorithms. This approach is very limited and is usable 

only for recognition of only few words. The best know recognizer was built 

in Bell laboratories in 1952 for isolated digit recognition. 

Researches were than searching for a better way how to make the ASR 

system more robust and usable for more general tasks. Limited success 

brought utilizing only expert knowledge on linguistics, phonetics etc. Next 

success was brought by several Japanese laboratories that demonstrated 

speaker independent recognition of speech segments (vowels, digits,…) 

and most notably used segmentation and phonemes for speech 

recognition. This marked the path to the continuous speech recognition 

system. 

In 1960s an alternative to speech segmenter gain its credit. The concept of 

adopting a non-uniform time scale for aligning speech patterns deals with 

non-uniformity in repeated speech events. This approach better model the 

alignment between two segments (utterances). 

Real breakthrough came in 1970s with the dynamic programming 

techniques and success in applying of the Linear Predictive Coding (LPC). 

Based on the earlier success Tom Martin developed the first real 

commercial ASR system. Though the system was used only in a few simple 

cases its real impact was in DARPA1. 

Thanks to DARPA, numerous ASR systems were built. Worse noting is the 

Harpy system. It was able to recognize over thousand words with 

reasonable accuracy and had the structure of a modern ASR system.  

Also in the 1970s, IBM and AT&T Bell Laboratories gain their attention. 

IBM started to develop the VAT (Voice-Activated Typewriter). The aim was 

to create the recognition system with reasonable accuracy and with as 

huge vocabulary as possible as the system was supposed to be used in 

                                                        
1 Advanced Research Project Agency of U.S. Departement of Defense  
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everyday correspondence (i.e. task of transcription). This system was 

speaker-dependent and the first to use the n-gram language model. 

The AT&T laboratories aimed at new services for public as voice dialing, 

voice commands etc. for which the system ought to be speaker-

independent. The ultimate acoustic variety in pronunciation led to 

clustering algorithm for acoustic models representation (first for pattern 

matching but lately for statistic models). The research continued in dealing 

with keyword spotting and acoustic modeling. 

The shift from pattern matching to the more robust statistical modeling 

took its place in 1980s and 1990s. Although the hidden Markov model was 

previously used it gains more attention and is widely used. As a parallel, 

the idea of modeling the speech with artificial neuron networks was 

introduced. Both methods started the wave of steady improvement. 

These improvements revived the DARPA’s attention. With the DARPA’s 

support the standard evaluation techniques were pursued in 1990s. In 

these years, great progress was made although in development of software 

tools for ASR (such as the HTK2). This made the research available to wide 

public.  

Late 1990s saw the first real wide public applications. It was mainly 

thanks to AT&T (automated handling of operator-assisted calls and 

customer service line). The constant advancement in technology in the 

turn of the millennium brought in the ASR into every life. Voice-dialing 

(mobile phone contact list) and voice-commanding (turn-by-turn 

navigation) is nowadays used in ordinary situations. However the ultimate 

goal is still out of reach. The research turns to the local groups to adopt the 

ASR systems to various languages and much bigger vocabularies. The goal 

of the IBM group from 1970s is trying to meet numerous research groups 

all across the world, however still with only limited success and only on 

carefully selected domains. 

The milestones of speech recognition are shown on the figure 1.  

 

                                                        
2 Hidden Markov Model Tool Kit, University of Cambridge 
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1.2. Components of ASR system 

The ASR as a complex task was divided into several subtopics. In this work 

we only focus on a general-purpose strict speech-text transcription. 

The input of the system is a spoken language in the form of waveform and 

the output is a string of transcribed discourse. The recorded discourse 

goes through stages as shown on the figure 2. Each state can be a 

component of a ASR system. 

 

 

 

 

 

Recorder 

This part of system is usually responsible for digitization of speech. The 

key to a good recognition system is to have all the speech. This means to 

bring in silence detection, noise canceling and other algorithms that 

ensure the discourse to be complete. The most common is 16kHz/16bps 

sampling rate. The extracted recording is then passed to the next stage 

(component). 
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Figure 1: Milestones of automatic speech recognition 

Figure 2: Components of a ASR system 
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Audio Front-End 

The signal from recorder is split into small segments (frames). From these 

segments the features are extracted. Features are usually 12 mel-frequency 

cepstral coefficients (MFCCs), energy and corresponding delta parameters. 

However, much research is given into this topic. The extracted features (or 

feature vectors) is bases for the recognition process.  

The second task for the audio front-end is to reduce the data caught by the 

recorder. 

Acoustic model 

This component usually classifies (or assigns probabilities or scores) every 

frame into phonetic class. This task can be done by probability component 

of a HMM or an ANN. 

Decoder 

The decoder searches for the best possible path through the sequence of 

scored phonetic classes given by the acoustic model. Usually some 

restrictions are needed in order to obtain the path fast. The most common 

is the Viterbi algorithm for this task. 

1.2.1. Feature Extraction 

The raw digitized speech is segmented into very short frames, usually 10-

50 milliseconds. The segments overlap to prevent aliasing effects at the 

segment boundaries. 

Today, the most common is to extract frames based on frequency 

distribution in the speech frame. For example a bank of band pass filters 

output a feature vector of short time energy values for each specified band. 

The most successful filterbank has the filters equally spaced up to 1 kHz 

and logarithmically spaced bands above 1 kHz. 

By modeling the vocal tract, another method was created. Linear Predictive 

Coding (LPC) extracts the features by applying an all-pole filter with its 

features computed by a fast autocorrelation method. This method is faster 

than the filterbank analysis but the results are worse. 

For the next component of the ASR system the features need to be 

uncorrelated [PAV09]. Unfortunately coefficients acquired from both LPC 

and mel-scale filterbank are highly correlated. Applying the inverse cosine 

transform to the mel-scale filterbank coefficients leads to the new set of 

coefficients (cepstrum) that are close to be uncorrelated. These features 

are therefore used as a standard set of features and called mel-scale 

filterbank cepstral coefficients (MFCCs). 
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Some novel approaches have been developed but the contribution to the 

overall ASR system performance is too small. Therefore the main focus of 

researchers is directed to other components. 

1.2.2. Phonetic units 

Phonetic units are classes from which the output of the system is 

composed. In general purpose ASR systems it would be unfeasible to use 

whole sentences or even whole words. However for very small domains 

with very small variety in recognizable units (consider for example 

“yes”/”no”) supersizing leads to better performance. 

For general-purpose ASR the phonetic units usually start with units called 

monophones. These roughly correspond to phonemes as described in 

phonology of the used language [RLR79]. This is the simplest possible 

model with only few classes (for the Czech language usually 36, the 

number can vary as no strict rule can be given). 

The pronunciation of the monophones differs from utterance to utterance. 

To model this extending the context was proved [OSM02] to be the 

solution.  

Diphones 

To model the pronunciation variety the first to come to mind is to look to 

the right or left and depending on the neighbor model the phoneme. 

However, as is described in [OSM02] the usage of these phonetic units is 

highly problematic. When used on the same set of data, the result is 

different for the left and right diphones so it is unclear which to use. The 

result of the ASR is also inferior to the one which uses triphones 

Triphones 

Today’s state-of-the-art ASR systems use so-called triphones. Like with 

diphones, the model takes advantage of the context. This model takes from 

both sides and thus can cover the whole pronounceable (and of course 

unpronounceable) space of phonetic units.  

Pentaphones 

Like triphones, this approach takes advantage of the two neighboring 

phones to model the phonetic unit. The number of such units when used 

on mid-sized vocabulary is enormous. 

Syllables 

Syllables are the smallest pronounceable part of the speech. Thus, when 

used properly, should lead to better results in ASR. The length of a syllable 
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varies but the boundaries are easier to find. Moreover, the pronunciation 

of syllable is usually very consistent. 

Word-dependent units 

These units are used in very small ASR systems where the advantage of 

very clear boundaries can be used. In all other cases and general-purpose 

system these units are losing since the number of units grows with 

vocabulary. This leads to the problem when the ASR system cannot be 

trained because of lack of training data. 

However, even in the general-purpose ASR these units can have a place – 

when used with problematic words. 

Other units 

Much research was done in the field of search for the best phonetic units. 

In the Sphinx ASR only the states of HMM (called Senones) were used. This 

led to superior performance than when using monophones or triphones. 

Polygraphs are next units, described in [SCh02].  

Depending on the domain, purpose, the amount of training data and 

computational resources the right compromise has to be made when 

building the ASR system. 

1.2.3. Acoustic model 

Two approaches are usually used to do acoustic modeling – Hidden 

Markov models and artificial neuron networks (especially MLP3).  

The standard approach is to use Gaussian mixtures (GM) with HMMs 

[SCh02]. This method was proven to deliver accuracy and generally good 

results. With the need of even better results some new techniques were 

created. Today’s most successful solution is referred to as a hybrid 

approach where the artificial neural network estimates the emission 

probabilities of hidden Markov model [PAV09]. 

The multi-layer perceptron is capable of learning any arbitrary function as 

well as output class posterior probabilities. If each network output is 

associated with a HMM state Sj than the activations of output layer 

neurons can be interpreted as P(Sj|o). From the Bayes’ rule we can get 

than: 

𝑃 𝑜 𝑆𝑗  =
𝑃(𝑆𝑗 |𝑜) ∙ 𝑃(𝑜)

𝑃(𝑆𝑗 )
 

 

                                                        
3 Multi-level perceptron 
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Using ANN instead of GM bring some potential advantages. First, the ANN 

doesn’t need any assumptions before the training of the model. The usage 

of the ANN allows more general context sensitivity of the model. Third, the 

ANN/HMM hybrids require less trainable parameters and allow for a more 

efficient pruning during the decoding phase. However, the ANN also has 

some disadvantages (like longer training times when used with longer 

vocabularies, etc.) and hybrid systems are still in the research. 

1.2.4. Training 

Training of the statistical model is the key process of the ASR system.  

HMM 

Before the parameters of an HMM can be trained some initial estimates of 

the have to be chosen. Usually this is done by flat-start procedure. It means 

to create one prototype of a HMM that represents an unknown phonetic 

unit with global means and variances computed on all the training data. All 

the models of the phonetic units are then assigned the parameters of this 

proto-unit. Models are then trained with training data and the procedure 

expects that: 

1. Each training training utterance is uniformly segmented 

2. Enough of the models will align with their actual realizations (so 

that in next iterations of training the models will improve as 

intended) 

ANN 

When using the ANN as a model each frame in the training set must be 

labeled with the class it belongs to. For this purpose an existing recognizer 

can be used (regardless whether HM or ANN/HMM hybrid). This 

technique is called forced Viterbi alignment and it automatically assigns 

labels to the frames. Repeating the labeling process several times can 

further improve the recognition accuracy of the hybrid ANN/HMM. This 

technique is also called recursive labeling. 

After the labels were assigned the actual training (e.g. rescoring of the 

weight of the ANN) can start. The most common weight update strategy is 

the incremental version of the backprop algorithm. 

1.2.5. Decoding 

The fundamental problem of the speech recognition is to choose the one 

most likely word sequence of words W*=w1,w2,…wn from the sequence of 

observation vectors O=o1,o2,…on that 

𝑊∗ = max
∀𝑊

𝑃 𝑊 𝑂 = argmax
∀𝑊

𝑃 𝑂 𝑊 𝑃(𝑊)

𝑃(𝑂)
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The P(O|W) is the acoustic model likelihood of the word sequence and the 

P(W) is a prior probability of the sequence computed by the language 

model. We can exclude the P(O) as it is independent of the word sequence 

and thus remains constant. 

Using standard computation power in general-usage ASR it is not possible 

to compute the P(W|O) for every possible word sequence in a finite time. 

Thus, a compromise has to be made and some sequences have to be ruled 

out. 

Most large vocabulary ASR systems include pronunciation model. Then, 

the search is approximated as: 

𝑊∗ ≈ argmax
∀𝑊

 max
𝜙

 𝑥 𝜙 𝑃 𝜙 𝑊 𝑃(𝑊)  

Language model 

The language model computes the prior probability of the sequence P(W). 

The simplest deterministic model is the one that assigns only ones or 

zeroes (the sequence is either possible or impossible). A example would be 

a dictionary that holds all the possible pairs of words that can follow. A 

more powerful deterministic language model can be a finite state 

automation (FSA) with words associated with the transitions. If a word 

sequence is accepted its probability is set to one, else it is set to zero. This 

FSA can be generated from a non-recursive context-free grammar (like 

Extended Backus Naur Form). 

The stochastic language models are the next step in increasing of the 

complexity. These models try to actually estimate the probability of the 

P(W) and usually have trainable parameters. The most commonly used is 

the N-gramm language models, where the N is referred to as the order of 

the model. The probability of the word sequence is computed like 

𝑃 𝑤1, 𝑤2, …𝑤𝑛 = 𝑃(𝑤𝑖 |𝑤1 , 𝑤2 , …𝑤𝑖−1)

𝑁

𝑖=1

 

The unigram language model is the simplest possible choice where N=1. 

With the N growing so is the computation complexity. Moreover, the 

higher the order of the model is the more the model suffers from the 

sparse data problem [OSM02]. Therefore, various strategies to compensate 

the the ill-trained N-gramms exist.  

The most commonly used is the bigram (N=2) language model. 

Pronunciation model 

The pronunciation model is the last contribution to the model. As that a 

wide variety of approaches has been created to design the most correct 
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p(𝜙|W).[OSR02] The majority assumes that the intermediate unit 𝜙𝑖  

corresponds to a phone. 

Time Synchronous Decoder 

An efficient decoder is a Viterbi algorithm. To use it in ASR, the lexical and 

language models must exist. The language model (as described earlier) 

defines the all allowed sequences of words (or their probabilities). The 

lexical model consists of all words together with their representation in 

the phonetic units. 

The Vitebi algorithm does not maximize the probability of the word 

sequence but instead it maximizes the probability of a single most likely 

path along the HMM states in HMM (or hybrid ANN/HMM) model. This 

was proven [PAV09] to be a better way since this procedure allows a 

direct retrieval of the best word sequence. 

The Viterbi algorithm is only usable with bigrams or word-pair grammars 

where the probability of the next word is only dependent on the current 

word. This satisfies the first Markov assumption and is computable in a 

finite time.  

Pruning 

To make the Viterbi search work faster some algorithm were developed. 

Prunig tries to omit computation of path that with very low probability. 

The most common technique is called beam search. 

The beam search defines the beam (i.e. the threshold or number of states) 

for every frame. When looking for the next path only the states from the 

beam are taken into account. Thus the beam search crops the space. 

Best-First Decoder 

The best-first search is time-asynchronous algorithm and is used as a 

alternative to the Viterbi algorithm in many large vocabulary systems 

[SCh02]. It is based on A* algorithm and uses a composite function to 

evaluate the score fh(t) of each hypothesis h at time t: 

𝑓𝑕  𝑡 = 𝑎𝑕 𝑡 + 𝑔𝑕
∗ 𝑡  

The 𝑎𝑕 (𝑡) is the score of the partial hypothesis based on the information 

collected to the time t. The 𝑔𝑕
∗(𝑡)  is a heuristic expectation of the 

remainder of the score up to the end of the utterance. If the reminder is an 

upper bound on the actual score of the hypothesis the search guaranties to 

find the best path. 
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The time-asynchronous search offers some potential advantages: 

1. The computational time can be saved as the most likely path can 

be found before all the hypotheses are computed. 

2. A higher order language model can be used during the search 

The sensitivity to the chosen heuristic 𝑔𝑕
∗(𝑡) is the main disadvantage 

[OSM02]. 
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2. Improving ASR with phonetic units 

2.1. Prosody and acoustic variation 

The easiest way how to add prosody to the ASR is to add a feature in the 

observation vector. Such a action however dig deep into the recognizer 

and the feature have to be used later in the recognition process. 

Another approach how to model the prosody is to incorporate a hidden 

variable that can be leveraged in pronunciation modeling and/or acoustic 

model clustering. Also, word-level features from the expert-knowledge can 

be used. 

All these approaches assume that the number of phonetic units (or their 

parameters) is bigger than can be properly trained (be it GM or context-

dependent units). 

2.2. Extending the Context 

Large part of degradation of speaker-independent ASR system is related 

with acoustic variation, speaking style or loosely structured language. The 

work on pronunciation modeling in terms of phoneme-level substitutions, 

insertions and deletions yielded only small improvement.  

Instead of this, the pronunciation modeling pronunciation on the state 

level brought much better results. This allows the Gaussian mixture model 

to be shared across all states. 

Experiments with adding the phonetic context to the model brought 

another wave of success [SYo08]. Experiments proved that the context-

dependent units can greatly increase the recognition accuracy. 

2.2.1. Triphones 

The triphones are today’s most commonly used context-dependent units 

to model the acoustic variance in the words.  

Let’s assume the ASR system is built upon the five-state HMM (three 

omitting states). The triphones are then built around a center phoneme 

unit. This can be done from monophones. Every word is than transcribed 

into the new units as shown on the figure 3. 
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Obviously, creating triphones looses on the boarders of the words. There 

are two solutions. So called cross-word triphones can be created or the 

system can work with mixed acoustic models (monophones, bihpones and 

triphones).  

Creating cross-word phonetic units have some advantages and 

disadvantages. To use pure triphone model the cross-word system works 

and triphones are created as shown on the figure 4. However, a problem 

with word transitions occurs. As phonetic studies show, a pause between 

words can be small or large with no particular link to the phonetic units 

(or phonemes). So, lots of phonetic units are created with very small 

amount of training data. 

 

 

Again, the most common approach for ASR systems with small or medium 

sized corpora is to build a mixed acoustic model. 

2.2.2. Syllables 

Syllables are the smallest possible pronounceable part of speech. Studying 

the English language the psychoacoustics argued for the syllable to be a 

unit of perception. The main differences between syllables and triphones 

are in the length of the units (with syllables it is variable) and in the 

construction. 

Whereas the triphones (or pentaphones) are artificially created phonetic 

units to cover the variations in pronunciation, the syllables are built 

naturally.  

Figure 3: Monophones to triphones transition 

Figure 4: Cross-word triphones 
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In series of studies, the systematic variation with respect to the syllable 

structure. The comparison test [OSR02] showed some interesting results: 

1. The onset of the syllable maintains its canonical identity at most 

times (regardless of the speaking style) 

2. The coda is less often realized in canonical form in 

conversational speech than in read speech 

Thus, the syllables appear to be a good phonetic unit for the ASR. There are 

many ways how to build up an acoustic model from syllables. Several 

researchers succeeded in outperforming the triphone-based ASR system 

[OSR02],[JON97],[GAN01],[SET03],[MES04],[HAN05].  

There are several choices when mapping the syllables onto the underling 

HMM. Again, as the research is in progress, the best way is not clear yet 

and most common problem is the lack of training data [OSR02],[HAN05]. 

Summary of mapping and construction of syllable models is shown in 

[TOD98]. 

One-to-One mapping 

This approach replaces the phonetic units with syllables. There is the very 

same model for all syllables with no respect to the length of a syllable.  

The problem of this approach is when trying to cluster the parameters 

using decision-tree. 

Variable length 

To overcome the problem with clustering, variable length of a model can 

be taken. Such model is usually a compound of monophones. Then it is 

clear which state represent which phoneme. 

The two approaches are described on figure 5. 

 

 

We distinguish four basic types of syllables. 

Figure 5: Syllable modeling 
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A. Heavy syllables 

Has a branching rhyme. All syllables with a branching nucleus (long 

vowels) are considered heavy. Some languages treat syllables with a short 

vowel (nucleus followed by a consonant (coda) as heavy. 

B. Light syllables 

Has a non-branching rhyme (short vowel). Some languages treat syllables 

with a short vowel (nucleus) followed by a consonant (coda) as light. 

C. Closed syllables 

Syllables end with a consonant coda. 

D. Open 

Has no final consonant. 

These classes can be later used to better phonetic unit clustering. 

2.2.3. Bigger units 

Even though the most commonly used are the triphones, much research is 

done in the field of acoustic modeling. To model the bigger context, 

pentaphones half-syllables and other units have been successfully tested. 

The results are at the best the same as using triphones. 

In some works the problematic words are modeled as a one model. 

Empirical tests prove that this can be a solution in small or mid-sized 

vocabularies tightly bind to a domain.  

2.3. Tightening the number of units 

Extending the context and thus increasing the number of phonetic units 

lead inevitably to less training data for the units. The two solutions are at 

hand – to get more training data and to tighten the number of units. 

Getting more training data is the best choice but is not always the right 

option. Depending on the number of phonetic units the training corpus 

would have to be extremely large. Acquiring bigger corpus for specific 

domain is usually either very expensive or takes very long time. 

Therefore most common [RLR79], [NEE05], [EST02] practice is to tighten 

the number of units or their parts. This can be done manually or using 

sophisticated algorithms. The simplest way how to reduce the number of 

units is to extract the units from the corpus. Then, two contradiction 

actions take place. We need to tighten the number of phonetic units but do 

not lose the ability of model to recognize. The most common ways is to tie 

the parameters of the underlying HMM states. These states can be tied on 

the base of their distance or their classification into groups.  
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An overwhelming number of methods and algorithms was created with 

various effect. 

2.3.1. Data-driven clustering 

Data-driven clustering is based on previous knowledge of the phonetic 

units’ statistics. Most of the algorithms work on the basis of computing the 

distance between the Gaussian distributions and the using some criteria 

classifying the units (or states of the HMM). 

Euclidian, Hamming or Bhattacharyya distance can be used. The 

classification is then a standard task. Again, standard algorithm can be 

used. 

Very interesting attempt to improve the data-driven method was to use 

“speech trajectory clustering” [HAN05],[HAN06]. It was built to model 

multi-path topologies, and the algorithm was successfully applied to 

longer-length acoustic models (linguistics-based Head–Body–Tail models 

[CHOU94]) for connected digits recognition. In this approach, speech 

observations are regarded as continuous trajectories along time in 

acoustic feature space, and clustered based on mixtures of regressions of 

these trajectories. Each trajectory cluster is modeled as a prototype 

polynomial function with some variability around it. The variability within 

the clusters is described in terms of a mixture of Gaussians. The EM 

algorithm is employed to train the cluster model in a maximum likelihood 

manner. Using the results of trajectory clustering, multipath models can be 

trained based on the training tokens in different trajectory clusters. 

2.3.2. Decision-Tree clustering 

Most ASR systems use decision-tree clustering to reduce the number of 

model parameters. For large scale vocabulary ASR systems it is necessary 

to map the large number of distributions (i.e. phonetic unit’s parameters) 

to a smaller set that can be robustly estimated [OSM02],[HAN05],[TOD98]. 

This technique is particularly attractive for parameter tying as it allows 

mapping of any sub-word unit that was not seen in the training data. 

Typically, a separate tree is used for each state of a HMM. 

During the training phase, all the context-specific observations data are 

pooled at the root of the decision-tree. A set of predefined questions is at 

each node of the tree. These questions are typically about phonetic context 

but can be also about the word-position, prosodic features, etc.  
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Assuming that all the data in the root share common Gaussian, the 

question that maximizes the likelihood of the data in a node is chosen as a 

candidate for the next split. The best partitions of the new clusters 

resulting from the split are added to the list and the tree is grown until a 

stoping criterion. 

That can be either a final phonetic unit (triphone, pentaphone, syllable,…), 

the amount of members in a class or the deep of the tree. 

Usually, evaluating the split involves computing a generalized log 

likelihood ratio: 

log

 
 
 
 
   max

𝜇𝐿 ,Σ𝐿
𝑃 𝜒𝐿|𝜇𝐿 , Σ𝐿   max

𝜇𝑅 ,Σ𝑅
𝑃 𝜒𝑅|𝜇𝑅 , Σ𝑅   

max
𝜇𝑃 ,Σ𝑃

𝑃 𝜒𝑃|𝜇𝑃 , Σ𝑃 

 
 
 
 
 

 

Where L, R and P indicate Left, Right and Parent node, µ stands for means 

and ∑ for covariances. χ indicates a data subset. Union of L and P parts of χ 

gives all previous data subset on the level (P). 

The complexity of the algorithm is typically O(QN), where Q is the number 

of question candidates and N is the number of observed contexts. 

When building the word model for decoding, a particular context-specific 

phoneme is dropped into the tree and answering the questions is led to the 

proper class. 

In most ASR systems an expert-knowledge is used to create the questions. 

These are usually hand-written. However, some other features are being 

experimentally used. These can be: 

- Position in word. 

- Stres on the (part of) phonetic unit (if previously labeled) 

Figure 6: Example of a decision tree for acoustic modeling. 
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- Length of the unit (if it is syllable or other such unit). 

- Special features (if previously created). 

Clustering using this extra information is also referred to as tagged 

clustering. 

2.3.3. Tagged clustering  

The work [OSR02] shows that using the word and syllable level features 

increases the likelihood and the questions that are related to these 

features are asked very early. 

However, the use of word position (initial, medial, final) alone has not so 

far proved to be useful. Usage of other features also lead to only very little 

gain. 

Some researchers propose that using more of such features can eventually 

lead to better results. 

2.3.4. Multi-stage clustering  

When trying to cluster more complex acoustic models a few limitations in 

the decision tree procedure appear. With the growing number of features 

and units the memory needed increases dramatically. Also the sparse-data 

problem reoccurs. There is a big amount of units that are very rare and 

therefore poorly trained and clustered. 

One possible approach is to divide the clustering process to multiple 

stages. The decision tree can be viewed as a function that maps a feature 

vector to an index (a particular state of an acoustic model).  

The group of contextual information is divided into several feature vectors, 

for this example we assume two of them. In the first stage for the first tree 

function 𝛵1: 𝑓1  𝑏 where b is a leaf of B. In the second stage, the training 

data is annotated with f2 along with the value of b. The b is obtained by 

dropping its context f1 into the tree T1. Using the new data (that came from 

the T1) new set of features f2 can be used to build the second tree T2. 

Whereas the questions of f1 and f2 are ususally all hand-written, the value 

of b is not. Moreover, the b is large and not all the leaves will be used. 

Therefore the set of binary questions is build from the tree T1. These 

questions ensure that only the valid leaves of the T2 will be grown. 

After both trees are grown they can be merged into one depending on the 

proprieties.  

The multistage clustering helps to diminish the problem of sparse data 

since only part of the features are used in the stage. 
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The storage and computational cost of the multistage clustering depends 

on various factors: 

1. The number of components (features) in f. 

2. The uniformity of the training data. 

3. The size of the tree in every stage (the stopping 

criteria). 

 

 

 

2.4. Other types of clustering 

As the works show the problem of clustering is not solved. The research 

shows that it is highly correlated with the training data, domain of the ASR 

and speech corpora.  

Even though the decision tree algorithm and its derivates is highly the one 

most commonly used, other clustering techniques are under research. 

Usually it a hybrid type clustering that combines some ideas from prosody, 

decision-tree techniques and data-driven clustering. 

Figure 7: Example of a multilevel decision tree clustering. 
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2.5. Evaluation 

Although an official evaluation methodology for evaluation of acoustic 

models was created (started 1982, last update in 2008), it is very extensive 

and not suitable for fast research. This methodology comes from DARPA 

program, more specifically from the Acoustic Model Evaluation Committee 

(AMEC). However part of the methodology can be used. 

The standard methods of evaluation of the acoustic models are mostly 

based on the overall performance of the whole ASR system.  

%WER 

Word Error Rate is the most common criteria. ASR system should work 

with less than 10% of WER. 

%Corr and %Acc 

From the statistics of the ASR system the accuracy (%ACC) and 

correctness (%Corr) is computed.  

During the testing phase of the ASR correct hits (H), deletions (D), 

insertions (I) and substitutions (S) are counted. From these values the 

overall scores are computed as follow: 

 

 

These metrics however do not evaluate only the acoustic models but the 

whole system.  

Measuring validity of clustering 

To determine if the clustering algorithm succeeded, several methods can 

be used.  

1. Davies-Bouldin index (DB)  

The DB index is the average similarity between each cluster and 

its most similar one. It is desirable for the clusters to have the least 

possible similarity to each other, so the smaller the DB index, the 

more clusters tend to be compact and not overlap, thus better 

expected separation. The number of clusters which minimizes the 

DB index is the optimal one. 

2. F-Measure 

The F-measure is an index which describes how well a clustering 

configuration fits a classification. It also gives means to compare 

100%
H

Corr
N

= × 100%
H I

Acc
N

-
= ×



20 
 

different clustering’s and determine which is most likely to 

correspond to the classification. 

Purity of a clustering describes the average purity of the clusters 

obtained. In other words, it is a measure of how good the 

clustering is, if one seeks to have clusters which represent only 

one class. 

3. Purity 

In a similar way to the F-measure, one can define the purity of a 

clustering ρi of each cluster Ki as the highest precision pij reached 

over the different classes: 

𝜌𝑖 = max
𝑙≤𝑗≤𝐶

𝑝𝑖𝑗  

The weighted average of ρi over all clusters yields a measure of 

quality of the whole clustering: 

𝜌𝑖 =  
𝑐𝑎𝑟𝑑 𝐾𝑖 

𝑁
𝜌𝑖

𝑙≤𝑗≤𝐶

 

The closer purity is to 1, the more clustering tends to break down 

classes into clusters one by one. In other words, we try to perform 

a covering of each class using clusters, in order for clusters to be 

able to define classes in return. 

4. PCA 

Principal component analysis, or PCA, helps to discover or to 

reduce the dimensionality of the data set and to identify new 

meaningful underlying variables. It performs a linear 

transformation on an input feature set, to produce a different 

feature set of lower dimensionality in a way that maximizes the 

proportion of the total variance that is accounted for. 

The PCA analysis can help to understand which cluster 
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3. Conclusions and Future Work 

3.1. Work already done 

I have successfully built and tested several triphone-based and syllable-

based ASR systems. Thanks to context-dependency the baseline results of 

a syllable-based ASRs were much higher than a monophone ASR and 

slightly worse than fine-tuned triphone ASR.  

On the syllable-based ASR I have also successfully tested data-driven 

clustering, which led to visible improvement. The preliminary results 

show that better clustering is the key to get better performance. 

I have also successfully tested all the main method of the clustering on the 

triphone-based ASR. From variety of tests the clear winner is the decision-

tree clustering algorithm for which I have manually created all the 

necessary context questions for the Czech language. 

For the statistics and training purposes I have also adopted and improved 

a FSA syllabification algorithm for Czech and English. 

All the built ASR systems were tested on the corpora accessible in LIKS4 

ZČU. 

3.2. Conclusions 

Although the studied researches and materials are mainly for the English 

language waste majority of approaches can be adopted to a Czech ASR 

system. The acoustic models and problems that are to be dealt with are 

very similar. 

Moreover, all the approaches developed for the Czech language in the topic 

of acoustic modeling can be easily adapted to other languages. 

  

                                                        
4
 Laboratory of Intelligent Communication Systems, Dept. of Computer Science and Engineering, 

University of West Bohemia in Pilsen, Czech Republic 
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3.3. Aims of doctoral thesis 

1. Propose, implement, test and evaluate the best possible clustering 

technique for English and Czech syllables. 

2. Build syllable-based ASR that would perform better than our current best 

recognizer. 

3. Test and confirm the proposed methods on bigger corpus 
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