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Introduction
Topics such as economy of culture, the impact of 
culture on the economic development of regions, 
or multiplier effects of culture have begun to be 
quite popular in recent years not only in foreign 
literature, but also in the Czech Republic, 
where the evaluation research is rather rare 
(Slach & Ježek, 2015). Good examples might 
be the works of Raabová (2010), who studied 
the cultural sectors in the Czech Republic and 
their effects on the economy, Llop & Arauzo-
Carod (2011), who studied economic impact 
of a new museum, Herrero et al. (2006), who 
analysed the effects of the European Capital 
of Culture 2002 Salamanca, or Dunlop et al. 
(2004), who dealt with the economic effects of 
cultural industries in Scotland.

Culture can be defi ned according to Oxford 
Advanced Learner’s Dictionary of Current 
English (2002) as a general term for art, music 
and literature. The fi rst efforts to determine 
its value occurred in the 1990s in England 
when this subject was actively treated by local 
government. Arts and culture was until then 
seen only as a marginal part of the economy 
and mostly dependent on public subsidy. 
“Advocates of the creative industries idea 
believed that this was too narrow a view” (British 
Council, 2011, p. 15) and wanted culture to be 
understood for its true contribution. Under the 
new term cultural and creative industries they 
did not recognize “just the traditional art forms 
such as theatre, music and fi lm, but service 
businesses such as advertising (which sell 
their creative skills mostly to other businesses), 
manufacturing processes that feed into cultural 
production, and the retail of creative goods” 
(British Council, 2011, p. 15). Thus from this 
broad classifi cation, it is clear that the impact of 

cultural and creative sector is very signifi cant. 
Also the European Commission acknowledges 
that it employs more than eight million people 
and produces about 4.5% of European GDP 
(European Commission, 2013). It is also 
clear that the economic impact of culture 
(respectively cultural and creative industries) 
generally is too broad topic, within which it is 
possible to deal with cultural impacts (theatre, 
movie, arts etc.) as well as the impacts of fi lm 
industry, architecture, book industry and others. 
Thus it is advisable to narrow the topic.

In this paper, the attention will be paid to 
the European Capital of Culture (hereinafter 
referred to as “ECoC”), which is a title awarded 
annually to two cities in Europe, where varied 
cultural programme is then implemented during 
the year and often also some investment in the 
local cultural and recreational infrastructure 
is made. ECoC aims “to safeguard, develop 
and promote European cultural and linguistic 
diversity, to promote Europe’s cultural heritage 
and to strengthen the competitiveness of the 
European cultural and creative sectors, in 
particular that of the audio-visual sector, with 
a view to supporting smart, sustainable and 
inclusive growth” (Decision No 445/2014/
EU, p. 2). In terms of ECoC, culture is seen 
as goods and services “consumed” on the 
spot (e.g. a concert) as well as production of 
cultural products aimed at mass reproduction 
(e. g. a book) and activities such as design or 
architecture (European Commission, 2006). 
This approach will be used in this paper.

ECoCs are very often analysed for its 
economic impacts on country, region or city. 
The most famous evaluation report is Palmer 
report (2004) that assesses the overall impacts 
of ECoCs 1995-2004, where a part is dedicated 

REGIONAL ECONOMIC EFFECTS OF THE 
EUROPEAN CAPITAL OF CULTURE 
PROJECT: THE USE OF INPUT-OUTPUT 
ANALYSIS
Marta Nosková

EM_3_2016.indd   57EM_3_2016.indd   57 8.9.2016   14:11:068.9.2016   14:11:06



58 2016, XIX, 3

Ekonomie

58

to economic impacts. Other very sophisticated 
reports were made for ECoC 2008 Liverpool 
including some that analysed economic 
impacts (Impacts 08, 2010). Also already 
mentioned Herrero et al. (2006) dealt with 
impacts of ECoC as well as Hudec and Džupka 
(2014), who studied culture-led regeneration 
of the city on the example of Košice (ECoC, 
2013). In addition, there are regularly published 
several reports summarizing the impacts of the 
particular ECoC.

In 2015 the Pilsen Region in the Czech 
Republic became the centre of various cultural 
activities as a result of the “ECoC 2015” title 
obtained by the City of Pilsen. Recently, the 
title has been awarded to medium sized 
cities (e.g. Pécs, Maribor, Kosice and Pilsen) 
in comparison to the cultural centres that 
obtained the title earlier such as Athens, Paris 
or Florence. The title can help build the image 
of a cultural metropolis and also contribute 
to the development of chosen cities, not only 
thanks to the aforementioned investments, 
but also thanks to attracting tourists from all 
corners of the world (assuming that everything 
is supported by high-quality city marketing – 
see Ježek (2010)). Attracting visitors and the 
resultant economic benefi ts are often one of the 
main interests of particular ECoC (Liu, 2014) 
and are also the main consequences, because 
according to Šebová et al. (2014, p. 655) 
there may be “link between the European 
Capital of Culture (ECoC) designation and the 
development of cultural tourism in Europe”. 
Thus the ECoC title can serve as a great 
example to show that culture does not have to 
be only a non-profi t activity, but it can also bring 
considerable funds to the region, especially 
in case of major cultural events, such as the 
ECoC.

Recently, economic effects of culture are 
often calculated using multipliers derived 
from input-output tables (e.g. Herrero et al., 
2006, Llop & Arauzo-Carod, 2011, or Impacts 
08, 2010). This paper aims to indicate the 
possible impacts of Pilsen ECoC 2015 project 
using the input-output modelling as well. The 
input-output analysis is usually made for the 
whole countries, because it is derived from 
the national symmetric input-output tables 
published by local statistical offi ce. However, 
ECoC projects have mostly regional or even 
only municipal economic effects, because 
culture is mainly concentrated in large cities 

(Slach et al., 2013). In the case of Pilsen 
ECoC 2015 project the mostly affected would 
be naturally the City of Pilsen. However, some 
events of Pilsen ECoC 2015 project took place 
outside the City of Pilsen and thus some funds 
were spent elsewhere in the region. Moreover it 
is not possible to derive symmetric input-output 
tables for the City of Pilsen (because of lack of 
municipal data).

Thus in order to calculate economic impact 
of Pilsen ECoC 2015 the regional input-output 
tables for the Pilsen Region were compiled and 
then were derived appropriate multipliers for 
industries that are related to culture (culture in 
this case is understood as a collective term of 
art, music and literature) or may be affected by 
a larger increase of tourists due to the interesting 
cultural programme (accommodation, meals, 
transportation, etc.) This paper aims only to 
indicate the effect of ECoC on the region as 
well as to show the economic importance of 
culture generally. It is not yet possible to assess 
the exact economic impact of Pilsen ECoC 
2015 project because the resulting multipliers 
needs to be multiplied by data that are not yet 
processed and the calculation of this impact is 
a subject of the future research.

The fi rst part of this paper deals with 
a selected method of calculating the multipliers, 
i.e. input-output analysis. First, it is introduced 
and then the procedure of multiplier derivation 
from the symmetric input-output tables 
published by the Czech Statistical Offi ce is 
briefl y explained. However, the crucial part of 
the paper is the computation of the regional 
input-output tables for the Pilsen Region. 
Compiling these tables for smaller territorial 
units (compared to countries) is not common 
and even the Czech Statistical Offi ce does not 
compile them. Nevertheless, there are several 
methods to estimate them, even though it is 
not a commonly treated subject. In the Czech 
Republic, for example, Bednaříková (2012) 
estimated input-output tables for the Vysočina 
Region. In the last part of the paper, the 
multipliers are calculated and the results are 
presented.

1. Input-Output Analysis
In the thirties Wassily Leontief published his 
essay “Quantitative Input-Output relations in 
the economic system of the United States” 
(1936). The main idea of his work was that 
“economic activity of the whole country is 

EM_3_2016.indd   58EM_3_2016.indd   58 8.9.2016   14:11:078.9.2016   14:11:07



593, XIX, 2016

Economics

59

visualized as if it were covered by one huge 
accounting system” (Leontief, 1936, p. 106). 
Each business enterprise from all branches of 
industry, agriculture, transportation as well as 
private persons and their budgets are treated 
as a separate accounting unit. The table 
includes all purchases and sales within a period 
of time (usually a year) in the country and it is 
balanced. It is in fact the table of inputs and 
outputs of the whole economy.

Although he was rightly fi rst in input-
output modelling, he was not the only one who 
addressed himself to these ideas. Quesnay 
Francoise, who compiled the so-called “Tableau 
Economique” in 1758, is often considered to 
be his predecessor. It describes economic 
production using a tabular array. This issue was 
also greatly contributed to by Leon Walras with 
his analysis of the overall balance from 1954. 
According to Bednaříková (2012), the input-
output analysis is actually an effective application 
of the Walrasian general equilibrium analysis, 
namely due to the fact that it is composed of 
“a system of simultaneous equations describing 
the demand for the supply of sectorial outputs” 
(Bednaříková, 2012, p. 267).

The fi fties of the 20th century were the 
period of the greatest expansion of the input-
output modelling in the USA. Scientists in 
the USA developed this model not only for 
economies of entire countries, but also for 
regions or industries, and found that it can be 
utilized for the development policy and planning 
(Impacts 08, 2008). For instance, Isard (1953) 
dealt with regional and inter-regional commodity 
fl ows in order to build a regional input-output 
model and also Leontief elaborated this issue 
in his book entitled “Input-Output Economics” 
from 1951 (1986).

2. Multipliers in General
The input-output analysis is nowadays bound 
up with the terms of multiplier effects and 
multipliers. However, it is necessary to note that 
the original Leontief’s concept does not operate 
with multipliers at all and their connection to 
input-output analysis occurred later. The idea 
of the multiplier effect and multipliers was 
fi rst introduced by Kahn (1931) in his paper 
called “The Relation of Home Investment to 
Unemployment”, but it was more fundamentally 
developed by Keynes in his famous work 
entitled “General Theory of Employment, 
Interest and Money” (1936).

The mostly used multipliers nowadays are 
multipliers type 1: (direct + indirect effects) 
/ direct effects where the result of 2 means 
doubling the direct effects and the type 2: (direct 
+ indirect + induced effects) / direct effects, 
which includes the increased economic activity 
caused by household expenditures occurred 
as a result of their increased income due to 
the higher economic activity of companies. 
(Bednaříková, 2008; The Scottish Government, 
2011). Type 1 multiplier is used more frequently 
and can be derived from unmodifi ed published 
symmetric input-output tables. The calculation 
of type 2 multipliers requires only simple 
modifi cations of published tables.

3. Symmetric Input-Output Tables 
in the Czech Republic

Symmetric input-output tables (hereinafter 
referred to as “SIOT”) constitute the basis of 
Input-Output (hereinafter referred to as “I-O”) 
analysis. They show fl ows between all sectors 
of the economy, i.e. inputs and outputs of each 
sector of the economy (in the Czech SIOT 
there are 82 sectors according to the CZ-CPA 
classifi cation). Each sector is showed both in 
one row and one column, i.e. SIOT show both 
the demand side (columns) and the supply side 
(rows). For a better explanation see Tab. 1, 
which shows a simplifi ed SIOT with three 
fundamental sectors.

To calculate output multipliers, the following 
tables are needed: a transactions table (SIOT), 
a table of technical coeffi cients, a table of 
comprehensive consumption coeffi cients.

The supply side (rows) shows that the 
overall resources are either consumed 
in the production process (intermediate 
consumption, zij) or they are used fi nally (yi). 
As for the demand side (columns), it is evident 
that the resources are produced by inputs of 
intermediate consumption (zij) and added value 
(vj). The equality of total resources is expressed 
by two equations, which “create a balanced 
model from which all other relations within the 
structural analysis are derived” (Rojíček, 2007, 
p. 135).

Another table, which must be compiled, is 
a table of the input coeffi cients (also sometimes 
referred to as direct coeffi cients, direct 
consumption coeffi cients or direct requirement 
coeffi cients). The input coeffi cients matrix 
is calculated by normalizing data in SIOT 
according to the line of total resources, i.e., 
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Aij = zij / xj (see Tab. 2). The input coeffi cients 
matrix expresses the view of a customer 
(demand-oriented I-O model). These input 
coeffi cients, or direct consumption coeffi cients, 
indicate how individual intermediate products 
contribute to the production of one product 
of a particular sector and show the so-called 
“backward linkages” (Rojíček, 2007; Impacts08, 
2008).

Table 2 shows normalization of transactions 
table. Here aij indicates how much of one product 
of industry j is created by the input from the 
i industry. After obtaining the input coeffi cients 
matrix that actually shows direct consumption, 
it is necessary to include indirect consumption 
as well. The procedure is as follows: the matrix 
of direct consumption coeffi cients is subtracted 
from the unit matrix and the inversion matrix 
is created from the resulting matrix. Such 
a compiled matrix is called a matrix of 
comprehensive consumption coeffi cients and 
the coeffi cients themselves are called output 
multipliers. If the values in individual columns 
of the matrix are added together, the output 
multipliers for the entire industry are obtained.

These are multipliers of type 1. To calculate 
the multipliers of type 2, it is necessary to 

include households into the matrix of direct 
consumption coeffi cients, and thus another 
row (“wages and salaries”) and another column 
(“fi nal consumption expenditure of households”) 
are added. The specifi c steps for calculating 
these multipliers are stated, for example, in 
the methodology of The Scottish Government 
(2011) or the Australian Bureau of Statistics 
(1995). In this article, however, multipliers of 
type 2 will not be used at all, because there are 
not enough data for calculating them for the 
regional tables. Multipliers (either type 1 or 2) 
calculated by the method described above are 
called output multipliers and indicate by how 
much the production of the entire economy (or 
more precisely the region) will increase if there 
is an increase in demand for the production of 
industry i by one unit. However, according to 
Raabová (2010), these multipliers can often 
be considerably distorted (all intermediate 
consumption is included, and thus if a product 
is only traded in it will incorrectly be included 
in the calculation of the multiplier several 
times). Other types of multipliers help to solve 
this issue: the gross value added multiplier, 
the income multiplier and the employment 
multiplier.

Inputs\Outputs
Intermediate consumption

Primary 
sector

Secondary 
sector

Tertiary 
sector

Final use in 
total

Used resour-
ces in total

Primary sector z11 z12 z13 y1 x1

Secondary sector z21 z22 z23 y2 x2

Tertiary sector z31 z32 z33 y3 x3

Value added v1 v2 v3

Resources in total x1 x2 x3

Source: Own table according to CSO (2014) and Rojíček (2007)

Inputs/Outputs
Intermediate consumption

Primary sector Secondary sector Tertiary sector
Primary sector a11 = z11/x1 a12 = z12/x2 a13 = z13/x3

Secondary sector a21 = z21/x1 a22 = z22/x2 a23 = z23/x3

Tertiary sector a31 = z31/x1 a32 = z32/x2 a33 = z33/x3

Source: Own table based on Impacts 08 (2008)

Tab. 1: Transactions table

Tab. 2: Input coeffi cients matrix
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Therefore, the value added multiplier (gross) 
does not include intermediate consumption. It 
indicates by how much the gross value added 
increases in the economy if the demand for the 
output of the selected sector increases by one 
unit. To calculate the value added multipliers, it 
is necessary to know the value of the coeffi cient 
vector g, which indicates how the gross value 
added participates in the production of one 
output unit of a particular sector (it is the row 
vector of added value from the normalized 
SIOT). This vector is then multiplied by the 
Leontief inverse matrix in order to include 
other rounds of consumption and the vector of 
value added multipliers for individual sectors is 
obtained (Economic Impacts, 2011).

Income multiplier can be calculated similar 
way. It shows by how much the income from 
wages, salaries and social transfers, i.e. 
“compensation of employees” (the sum of 
“wages and salaries” and “employers´ social 
contributions” from the published SIOT), will 
increase in the whole economy if the demand for 
the production of selected industry increases by 
one unit. To calculate it, the vector of coeffi cients 
i, specifying how the compensation for 
employees participates in the production of one 
output unit in a particular sector (corresponding 
vector from the normalized SIOT), is needed. 
This vector is multiplied by the Leontief inverse 
matrix again, and the income multipliers for 
individual sectors are obtained (Australian 
Bureau of Statistics, 1995).

It is also possible to calculate the same 
way employment multipliers using the vector 
e. However, this one cannot be obtained from 
the standardized SIOT, but from other sources, 
as it is calculated as a quotient of the number 
of persons employed in the sector to the 
production generated by the respective sector 
(Australian Bureau of Statistics, 1995). These 
multipliers indicate how many new jobs will be 
created throughout the economy if the demand 
for the output of selected industries increases 
by one unit.

4. Regional Multipliers
According to Fjedlsted (1990), multipliers 
calculated for a large area cannot be applied 
to a small area. It is due to the logical 
assumption that regional multipliers are lower 
than the national ones because regional 
economies, unlike national economies, tend 
to be more open (there are higher leakages), 

as, for example, there are fewer suppliers and 
employees in the smaller area and very often 
external resources must be used (Macháček et 
al., 2013). Therefore, if the tables calculated for 
the whole country were used for the calculation 
of multipliers of lower regional levels, the 
resulting data would be greatly overestimated. 
Thus, if the I-O analysis has to be made for 
a smaller area than the entire country, i.e. for the 
national level (for which the SIOT are regularly 
published), it is necessary to use a suitable 
method to compile the appropriate tables.

Since the development of I-O models, many 
researchers have begun to deal with the regional 
I-O models. One of the fi rst ones was already 
mentioned Isard (1953), but as Hewings and 
Jensen (1986, p. 302) mentioned, his model 
“has rarely been implemented empirically”. 
This issue was also dealt with by Morisson 
and Smith (1974), who identifi ed two basic 
approaches to creating regional I-O tables. 
They state that analysts can either “collect all 
or some of the data through empirical survey, 
or can attempt to produce an I-O table from 
the available published statistics” (Morisson & 
Smith, 1974, p. 2). They also specify that the 
fi rst option will be the most expensive and the 
second the least accurate.

Hewings and Jensen (1986) have given 
a more detailed overview of different methods 
for compiling regional tables, which they have 
divided into four basic approaches: commodity-
based methods, survey-based methods, non-
survey methods and hybrid approaches. The 
fi rst approach can be applied in very rare cases 
where there are detailed data on inputs and 
outputs at the regional level for every sector 
available. In this case, one can construct 
regional I-O tables using the same methods as 
for the national ones. The second is the survey-
based method, which, in order to construct I-O 
tables, uses primary data obtained through 
questionnaires completed in businesses, 
organizations and from other sources, and from 
them buying and selling behaviour formulae 
are derived. These data are then processed 
and the respective I-O tables are derived 
from them. The method is very demanding 
in terms of resources and time. The third are 
the so-called “non-survey methods”, and they 
are based on deriving regional tables from the 
national ones. Hewings and Jensen (1986) 
defi ne three basic approaches to their deriving: 
using commodity balance tables, the quotient 
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approach and the iterative approach. The 
fourth and most recent approach to compiling 
the regional tables is a hybrid approach. It uses 
the attributes of both non-survey and survey-
based methods. Using these methods, the 
preliminary table is fi rst constructed, into which 
the survey results, i.e. primary or preferred 
data, are subsequently included. There are 
several methods of the hybrid approach and 
their characteristics are presented by Hewings 
and Jensen (1986). One of them is the GRID 
method (Generation of Regional Input-Output 
Table), which was successfully used in the 
Czech conditions (Bednaříková, 2012). The 
method was introduced by Jensen et al. (1979) 
and consists of several steps. At fi rst, it is 
necessary to calculate the national technical 
coeffi cients from the national table and then 
to recalculate the national coeffi cients into 
the regional ones using location quotients. 
Subsequently, more specifi c data are entered 
(e.g. from questionnaires) and very often the 
aggregation of data for sectors occurs.

Having considered all possible alternatives 
for calculating the regional I-O tables, the most 
appropriate way to calculate the regional table 
for the Pilsen region has been the one using 
some of the recommendations for the GRID 
method, but also taking into account the fact 
that the conversion should primarily be based 
on the use of location quotients, namely the 
latest quotient FLQ.

The specifi c calculation procedure will 
be described according to contemporary 
authors, such as Flegg and Webber (1997), 
Golemanova and Kuhar (2007), Kowalewski 
(2012), Bendaříková (2012) and Flegg and 
Tohmo (2013), as well as according to authors 
who introduced these methods to the world or 
who have actively dealt with them after their 
development, e.g. Morrison and Smith (1974) 
or Round (1978). The calculation of regional 
SIOT consists of several basic steps (they will 
be described according to Golemanova and 
Kuhar (2007)). The fi rst step is the adjustment 
of the national I-O table, the next one is the 
computation of the regional direct requirement 
matrix, aggregation of regional sectors and the 
computation of the complete regional I-O tables.

According to Golemanova and Kuhar 
(2007), the adjustment of the national I-O table 
means deleting the intra-sectoral fl ows in the 
main diagonal of the national SIOT, because 
the transactions that appear to be intra-sectoral 

at the national level will become imports at the 
regional level in most cases and their entering 
in the table could cause an overestimation 
of the regional intermediate consumption. 
This premise has already been mentioned by 
Morrison and Smith (1974), who, however, 
have clarifi ed that it may not always be 
applicable, especially for larger regions, where 
transactions within sectors may be expected. 
In smaller regions, these authors recommend 
to enter zeros into the principal diagonal of 
the direct requirements matrix, but only for 
some sectors (e.g. for the manufacturing and 
construction industries, but not for the services 
sector).

The next step in the calculation is 
computation of the regional direct requirement 
matrix. Here, location quotients, which convert 
the national coeffi cients into the regional ones, 
are used. Calculations of these quotients can 
be based on various indicators of economic 
activity (output, employment, sales, etc.), but it 
is diffi cult to fi nd a scientifi c work that would use 
another criterion than employment (other data 
are not usually available). There are several 
types of quotients (see Morrison & Smith, 
1974), but the most commonly used ones are 
SLQ (Simple Location Quotient), CILQ (Cross-
Industry Location Quotient) and FLQ (Flegg-
Weber Location Quotient). The fi rst two were 
commonly used in works from the seventies 
and the FLQ was introduced in the nineties. 
Thanks to these quotients it is possible to 
estimate regional trading coeffi cients that state 
“the proportion of regional requirements met 
by fi rms located within the region” (Flegg & 
Webber, 1997, p. 796).

The methods using location quotients are 
based on assumptions that technologies do not 
differ at the national and regional levels (i.e. 
companies at national and regional levels use 
the same ratios of different inputs to produce 
individual outputs), but the technical coeffi cients 
do differ, namely to the extent to which 
goods and services are imported from other 
regions (proved by Flegg and Tohmo (2013)). 
Therefore, one can write that aij = rij + mij, where 
aij is a national direct consumption coeffi cient, 
rij is a regional direct consumption coeffi cient 
(input coeffi cient) and mij is a regional import 
coeffi cient (Morrison & Smith, 1974). Coeffi cient 
rij can be defi ned as the amount of regional input 
i consumed to produce one unit of regional 
gross output j (Flegg & Webber, 1997). Imports 
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from other regions and from abroad are then 
expressed as coeffi cient mij.

This approach suggests that regional 
direct consumption coeffi cient must always 
be lower than or the same as the national 
direct consumption coeffi cient, i.e. rij ≤ aij. 
Regional direct consumption coeffi cients are 
thus estimated as follows: rij = aij * qij where 
qij represents the modifi cation of the national 
coeffi cient (Kowalewski, 2012). This qij can 
be made identitical with the above mentioned 
trading coeffi cient (marked tij), which expresses 
how much of the required inputs in the region 
can be provided by local businesses. This 
coeffi cient can range from 0 ≤ tij ≤ 1 (Round, 
1978) and the method of its calculation depends 
on the type of location quotient (general qij, or tij 
is thus replaced by the selected quotient). The 
most commonly used and simplest one is SLQ, 
which is for the sector i defi ned as follows:

 
(1)

where ER
i  is a regional employment in the 

sector i, ER is the total employment in the region, 
EN

i  is the national employment in sector i and  
EN is the total national employment. Thus, the 
indicator measures the concentration of the 
selected sector in the region in comparison with 
the level of a higher territorial unit (the country). 
Intuitively, it can be deduced that if SLQi > 1, 
the sector is more concentrated in the analysed 
region than in the entire country and if SLQi < 1 
than it is less concentrated. These features may 
be used in the conversion of national input 
coeffi cients to the regional ones. If SLQi > 1, it 
can be assumed that the sector in the region 
is able to meet the requirements of demand 
for its goods and services within the region 
and the regional direct consumption coeffi cient 
is thus equal to the national one (rij = aij). The 
same applies if SLQi = 1. However, if SLQi < 1, 
then it can be assumed that the industry in the 
analysed region needs to import from other 
regions to be able to meet the requirements of 
demand for its products and services, and thus 
rij = aij * SLQi.

One of the fi rst improvements of this 
quotient was CILQ, which refl ects the supply-
demand relations between sectors. The 
quotient compares the proportion of regional 
employment of the selling sector i to the 
national one with the proportion of the regional 

employment of the buying sector j to the national 
one. The formula takes the following form:

 
(2)

where ER
i  is the regional employment in sector 

i, EN
i  is the national employment in sector i, ER

j  
is the regional employment in sector j, EN

j is 
the national employment in sector j. It is also 
possible to write:

 
(3)

If CILQ > 1, it indicates that the regional 
selling sector i is able to satisfy all the 
requirements of the regional buying sector j. 
In that case no modifi cations of national direct 
consumption coeffi cients are required and 
rij = aij. The same applies if CILQ = 1 (if it is not 
in the diagonal – see below). If CILQ < 1, then 
the regional selling sector i is unable to meet all 
the requirements of the regional buying sector 
j and imports are necessary. In this case, the 
national direct requirements coeffi cient must be 
modifi ed as follows: rij = aij * CILQij.

Using CILQ has its pitfalls, as stated by 
Morrison and Smith (1974). The fi rst drawback 
is that this indicator does not refl ect the 
relative size of the region in relation to the 
higher territorial unit. Another problem arises 
due to the construction of CILQ which equals 
one for all intra-sectoral transactions, so it is 
recommended to use the SLQ for calculations 
in the main diagonal of the matrix.

The last frequently used quotient is FLQ, 
which was introduced by Flegg and Weber in 
1995 and modifi ed in 1997 (Flegg & Weber, 
1997). The quotient is based on CILQ and takes 
the following form:

   
(4)

where  = [log2(1 + ER/EN)]δ.
The indicator thus includes not only the 

values of CILQ indicator, which refl ects the 
inter-sectoral connections, but also takes into 
account the relative size of the region using , 
and avoids the disadvantages of CILQ. Thus 
is takes into account the relative size of both 
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the supplying and the buying sectors (Flegg & 
Weber, 1997).

Values of the parameter λ* can range from 
0 to 1 and the parameter is dependent on both 
ER / EN  and the parameter δ. The value of λ* 
increases with the size of the region ER / EN, and 
decreases with the growth of the parameter δ. 
The parameter λ* expresses the need for imports 
(the higher the λ* is, the lower is the need for 
imports). The greatest need for imports logically 
arises in small regions. The exponent δ ranges 
from 0 to 1 and it is an element of fl exibility. The 
value of δ also increases with the size of the 
region, but it also has an opposing effect on the 
value of λ*. A higher value of δ reduces the value 
of λ* and there is a greater need for imports. In 
the rare case when δ = 0 and therefore λ* = 1, 
then FLQ = CILQ. It is also true that when λ* → 1, 
also the ER → EN (Flegg & Tohmo, 2013).

The choice of the parameter δ size is rather 
an empirical issue. Flegg and Tohmo (2013) in 
their work dealt with the evaluation of FLQ and 
then with the determination of optimal values 
of δ. Their work was based on comparing the 
results of already compiled regional tables by 
the survey-based method and tables compiled 
by them using FLQ. The authors have observed 
that the value of δ grows with the size of the 
region (the region´s size is measured by its 
share in the national output) and δ = 0.25 
appeared to be the best value. The authors 
have also developed a regression equation 
(Flegg & Tohmo, 2013, p. 713), which is used to 
calculate the value of δ:

 
(5)

where R is the size of the region, measured as 
a share of output or employment of the region 
and of the whole country (in percentage), P is 
an estimate of the regional propensity to import 
(based on the survey) divided by the average 
propensity to import of all other regions, I is an 
estimate of the average regional intermediate 
consumption, including region imports (based 
on the survey) divided by the corresponding 
national value and e is a residue. However, 
the authors themselves realize that to obtain 
I and P is quite complicated, and therefore 
they propose analysts to proceeded with the 
assumption that I = P = 1, which will lead to:

 (6) 

This approach brings better results as 
opposed to just picking the “best” value of 
δ = 0.25.

The same conditions for recalculating the 
national input coeffi cients into the regional ones 
apply for this indicator. If FLQ > 1, then the 
regional sectorial supply (sector i) is suffi cient 
to meet the demand requirements of the buyer 
sector j and the national input coeffi cient is equal 
to the regional one. The same applies, even if 
FLQ = 1. In the case that FLQ < 1, the supply of 
the seller sector i is insuffi cient to meet demand 
requirements of the buyer sector j and therefore 
some products must be imported. Then it is 
necessary to reduce the corresponding national 
technical coeffi cients as follows: rij = aij * FLQij.

Many works have dealt with the choice of 
the appropriate quotient. As already suggested 
by Round (1978), the trading coeffi cient should 
be a function of three variables: the relative 
size of the selling sector i, the relative size of 
the buying sector j and the relative size of the 
region. The fi rst variable is represented by the 
relation Ei

R / Ei
N, the second one by Ej

R / Ej
N and 

the third one by ER / EN. It is obvious that SLQ 
takes into account the fi rst and third ones and 
vice versa CILQ considers the fi rst and second 
ones, but FLQ takes into account all three of 
them. FLQ as the most accurate method is 
endorsed by a number of works (Tohmo, 2004; 
Bonfi glio & Chelli, 2008; Kowalewski, 2012). 
Moreover, Flegg and Tohmo (2013) believe that 
it is a quotient suitable for use in a hybrid model 
of non-survey methods. Therefore, FLQ is also 
used in this paper.

Once the quotients are calculated and the 
national direct consumption matrix is converted 
to the regional one, also sectors with zero 
employment must be excluded. According 
to Golemanova and Kruhar (2007), the third 
step is an aggregation of regional sectors. 
It is appropriate to combine some small and 
unimportant sectors (with little economic 
activity, i.e. employment) with others that have 
similar technology. The fi nal step (Golemanova 
& Kruhar, 2007) is the calculation of the 
complete regional I-O tables, i.e. the conversion 
of the regional input coeffi cients table into the 
product-by-product table, expressed in prices. 
For this purpose, it is necessary to convert the 
obtained direct consumption coeffi cients matrix 
into monetary fl ows.

To calculate the monetary fl ows, it is 
necessary to obtain a vector of total regional 
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resources that can be estimated using 
the employment proportion and SLQ (if its 
calculation is based on employment) from the 
national data table. If for any sector SLQ > 1 
applies, it can be concluded that the sector is 
appropriately represented in the region and 
employment proportions (in this case, the 
proportions of the number of people employed 
in individual sectors of the region to the number 
of people employed in individual sectors of 
the entire country) are suitable to estimate 
the regional output (by multiplying the national 
outputs of individual sectors by the respective 
employment proportions). If, however, SLQ < 1 
and the sector is not represented in the region 
to large extent, the sector outputs must be 
adapted (by multiplying the aforementioned 
value by the respective SLQ).

In order to calculate the total I-O tables, it is 
also necessary to deduce several more items 
both on the input and output sides (e.g. fi nal 
consumption expenditure, exports, imports, 
gross value added, etc.). The intermediate 
consumption is calculated by multiplying the 
respective coeffi cients of direct consumption 
and total resources. Other higher groups in 
SIOT may be derived as the difference between 
the total regional output/input of sectors and the 
overall regional intermediate consumption of 
sectors. The remaining items are derived either 

by entering some superior data, or by estimate 
using the employment proportion to SLQ and 
calculating the others as residual. However, 
most of these items of the last step are not 
needed at all to calculate regional multipliers.

5. Computation of Regional SIOT
The SIOT, published for the Czech Republic 
(at the time the paper was processed, the latest 
version was for 2010), are divided into 82 sectors 
(or more precisely groups) and for the purpose 
of calculating the regional SIOT it was fi rst 
necessary to aggregate data from the original 
82 groups into 19 sections (this is the CZ-CPA 
classifi cation, where each section contains 
several groups – it is therefore an aggregation 
of data at a higher hierarchical level), namely 
due to the fact that data concerning the 
employment structure must be available in the 
same structure as is the structure of SIOT in 
order to convert the national tables into the 
regional ones. Unfortunately, the data relating 
to the employment structure of the Pilsen 
Region (and other regions) are available only 
for 19 sections of CZ-CPA, and therefore the SIOT 
data had to be aggregated in this way. This fact 
naturally limits the number of resulting multipliers, 
which will be computed only for 19 sectors.

It was further decided that the Pilsen 
Region could expect intra-sector transactions, 

Agriculture, forestry and fi shing A 1.60398 Information and communication J 0.50504
Mining and quarrying B 0.55496 Financial and insurance activities K 0.75554
Manufacturing C 1.19583 Real estate activities L 0.76215
Electricity, gas, steam and air 
conditioning supply D 0.84098 Professional, scientifi c and 

technical activities M 0.70320

Water supply, sewage, waste 
management, and rem. act. E 1.07581 Administrative and support 

service activities N 1.01377

Construction F 0.87704 Public administration and 
defence; obligatory social security O 0.97823

Wholesale and retail trade; repair 
of motor vehicles G 0.96085 Education P 0.99973

Transportation and storage H 0.88635 Human health and social work 
activities Q 1.05784

Accommodation and food service 
activities I 0.90039 Arts, entertainment and recreation R 1.30107

Other service activities S 0.60654

Source: Own calculations based on data from the Czech Statistical Offi ce (2015a; 2015b)

Tab. 3: Values of SLQ for industries in the Pilsen Region
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and therefore the intra-sectoral fl ows in the 
main diagonal of the national SIOT were not 
deleted. Subsequently, the direct consumption 
coeffi cients matrix was calculated by the 
standard method.

The obtained coeffi cients were then recal-
culated using the FLQ formula, which appeared 
to be the most accurate method. To do this, it 
was necessary to calculate also SLQ and CILQ.

The values of SLQ are shown in Table 3. 
Where the value of SLQ is greater than 1, the 
industry is more concentrated in the Pilsen 
Region than in the rest of the country.

Similar results can be observed also in the 
CILQ formula, though it is calculated for all 
combinations of sellers and buyers; however, 
due to the limited extent of the article, the 
results will not be presented.

The last quotient is FLQ, which is calculated 
using CILQ and the formula compiled by 
Flegg and Tohmo (2013) for the calculation 
of δ (the parameter R was calculated using 
the employment proportion). The value of R 
parameter for the Pilsen Region was 5.59% 

and consequently the value of δ parameter was 
0.28, which approaches the mentioned value 
of 0.25 that Flegg and Tohmo determined as 
the “best value” in their work (2013). Also the 
value of parameter λ* was determined – 0.49. 
The values of FLQ were determined using this 
parameter for the combination of all sectors. 
Not a single sector in the Pilsen Region showed 
zero employment, according to any measured 
quotient, and therefore no sector was deleted.

Table 4 gives the values of this quotient. 
Results greater than 1 are written in bold 
(sectors are marked by letters – see the names 
in Tab. 3). For example, the value of 1.4 for the 
industry A/B means that the industry A is able to 
satisfy the demands of the industry B regionally. 
Conversely, the requirements of the industry 
A (which is, according to the SLQ, highly 
concentrated in the Pilsen Region) cannot be 
satisfi ed by any other industry only regionally. 
Other similar, logical relations, especially in 
terms of the behaviour of the least concentrated 
industries towards the most concentrated ones, 
can be traced in Table 3 and 4.

A B C D E F G H I J K L M N O P Q R S 

A 0.8 1.4 0.7 0.9 0.7 0.9 0.8 0.9 0.9 1.6 1.0 1.0 1.1 0.8 0.8 0.8 0.7 0.6 1.3

B 0.2 0.3 0.2 0.3 0.3 0.3 0.3 0.3 0.3 0.5 0.4 0.4 0.4 0.3 0.3 0.3 0.3 0.2 0.4

C 0.4 1.1 0.6 0.7 0.5 0.7 0.6 0.7 0.6 1.2 0.8 0.8 0.8 0.6 0.6 0.6 0.6 0.4 1.0

D 0.3 0.7 0.3 0.4 0.4 0.5 0.4 0.5 0.5 0.8 0.5 0.5 0.6 0.4 0.4 0.4 0.4 0.3 0.7

E 0.3 0.9 0.4 0.6 0.5 0.6 0.5 0.6 0.6 1.0 0.7 0.7 0.7 0.5 0.5 0.5 0.5 0.4 0.9

F 0.3 0.8 0.4 0.5 0.4 0.4 0.4 0.5 0.5 0.8 0.6 0.6 0.6 0.4 0.4 0.4 0.4 0.3 0.7

G 0.3 0.8 0.4 0.6 0.4 0.5 0.5 0.5 0.5 0.9 0.6 0.6 0.7 0.5 0.5 0.5 0.4 0.4 0.8

H 0.3 0.8 0.4 0.5 0.4 0.5 0.5 0.4 0.5 0.9 0.6 0.6 0.6 0.4 0.4 0.4 0.4 0.3 0.7

I 0.3 0.8 0.4 0.5 0.4 0.5 0.5 0.5 0.4 0.9 0.6 0.6 0.6 0.4 0.4 0.4 0.4 0.3 0.7

J 0.2 0.4 0.2 0.3 0.2 0.3 0.3 0.3 0.3 0.2 0.3 0.3 0.4 0.2 0.3 0.2 0.2 0.2 0.4

K 0.2 0.7 0.3 0.4 0.3 0.4 0.4 0.4 0.4 0.7 0.4 0.5 0.5 0.4 0.4 0.4 0.3 0.3 0.6

L 0.2 0.7 0.3 0.4 0.3 0.4 0.4 0.4 0.4 0.7 0.5 0.4 0.5 0.4 0.4 0.4 0.4 0.3 0.6

M 0.2 0.6 0.3 0.4 0.3 0.4 0.4 0.4 0.4 0.7 0.5 0.5 0.3 0.3 0.4 0.3 0.3 0.3 0.6

N 0.3 0.9 0.4 0.6 0.5 0.6 0.5 0.6 0.5 1.0 0.7 0.6 0.7 0.5 0.5 0.5 0.5 0.4 0.8

O 0.3 0.9 0.4 0.6 0.4 0.5 0.5 0.5 0.5 0.9 0.6 0.6 0.7 0.5 0.5 0.5 0.5 0.4 0.8

P 0.3 0.9 0.4 0.6 0.5 0.6 0.5 0.6 0.5 1.0 0.6 0.6 0.7 0.5 0.5 0.5 0.5 0.4 0.8

Q 0.3 0.9 0.4 0.6 0.5 0.6 0.5 0.6 0.6 1.0 0.7 0.7 0.7 0.5 0.5 0.5 0.5 0.4 0.9

R 0.4 1.1 0.5 0.8 0.6 0.7 0.7 0.7 0.7 1.3 0.8 0.8 0.9 0.6 0.6 0.6 0.6 0.6 1.0

S 0.2 0.5 0.2 0.4 0.3 0.3 0.3 0.3 0.3 0.6 0.4 0.4 0.4 0.3 0.3 0.3 0.3 0.2 0.3

Source: Own calculations based on data from the Czech Statistical Offi ce (2015a; 2015b)

Tab. 4: Values of FLQ for industries in the Pilsen Region
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The coeffi cient matrix of national direct 
consumption (inputs) was multiplied by the 
identifi ed FLQs, which resulted in the matrix of 
regional coeffi cients.

Subsequently, the aggregation of sectors 
with little economic activity with those using 
similar technology should be performed. Given 
the already low number of sectors that were 
aggregated at the beginning of the calculations, 

this step was skipped and no further aggregation 
was carried out.

The last step was to calculate the entire 
regional I-O tables. The SLQ coeffi cients and 
employment proportions, by which the total 
resources, the gross value added and wages 
and salaries were estimated, were used for this 
calculation. Individual items of intermediate 
consumption (as well as the total intermediate 

A B C D E F G H I J

A 1,206 6 4,242 27 2 15 134 6 405 0

B 12 18 1,875 1,136 8 110 1 8 0 0

C 1,766 213 62,064 641 590 3,677 3,069 1,449 1,022 331

D 57 27 1,613 1,266 48 85 195 351 114 29

E 33 13 579 67 675 59 37 14 28 0

F 53 17 578 53 120 6,096 104 454 57 11

G 375 31 6,060 89 272 461 2,465 516 215 127

H 90 146 1,698 404 47 222 857 2,729 23 48

I 11 2 54 11 8 96 123 133 43 13

J 11 1 258 15 8 43 157 90 19 350

K 81 12 550 63 38 240 342 386 33 19

L 21 1 183 14 62 195 916 115 207 86

M 89 13 1,040 28 80 2,168 744 79 87 78

N 24 17 555 19 71 338 546 352 130 97

O 16 2 31 7 18 13 1 27 0 2

P 5 0 21 8 2 7 24 22 1 10

Q 0 0 13 0 1 0 3 3 2 0

R 0 0 3 0 2 0 1 1 21 1

S 2 0 47 0 1 8 78 24 19 6

Intermediate consumption 
(basic prices) 3,851 518 81,465 3,847 2,053 13,832 9,796 6,759 2,425 1,208

Wages and salaries 2,351 229 19,217 413 833 3,946 7,783 3,560 1,298 816

Employers´ social contributions

2,834 482 33,011 5,137 1,682 8,093 11,314 6,234 2,422 1,888

Other taxes on production

Other subsidies on production

Consumption of fi xed capital

Operating surplus, net

Mixed income, net

Value added, gross 5,185 711 52,229 5,550 2,515 12,039 19,097 9,795 3,719 2,704

Output (basic prices) 9,037 1,229 133,694 9,397 4,568 25,871 28,892 16,553 6,144 3,912

Import 10,304 3,365 209,714 6,180 2,940 16,087 11,882 10,371 3,645 1,955

Total resources 19,340 4,594 343,408 15,578 7,508 41,957 40,775 26,924 9,790 5,867

Tab. 5: Regional input-output table for the Pilsen Region for 2010 (mil. CZK) – Part 1
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consumption for the sectors) were calculated by 
multiplying the respective coeffi cients of direct 
consumption and overall resources. Other 
items were calculated as a residue (the outputs 
side was not calculated, because its values 
are not required for further calculations of 
input coeffi cients and output multipliers). When 
comparing the results of the regional table to the 

national table, it was clear that in sectors where 
the direct consumption coeffi cient declined, the 
imports of goods increased correspondingly, 
which confi rms the basic assumption of the 
location quotients´ use. The fi nal form of the I-O 
regional table is shown in Table 5, where again 
only letters are used for marking of each sector.

K L M N O P Q R S
A 0 2 8 56 0 0 8 30 3

B 0 0 2 2 4 3 0 0 0

C 187 951 793 456 220 162 1,406 207 116

D 68 223 34 9 157 120 140 41 25

E 1 38 11 52 46 16 35 11 7

F 40 645 458 25 374 55 120 52 5

G 81 166 300 367 42 23 197 71 48

H 173 21 78 385 129 19 35 24 21

I 14 76 102 210 62 33 84 34 17

J 170 30 183 47 140 47 24 43 19

K 733 682 271 170 78 39 71 72 27

L 158 471 269 65 124 102 77 147 24

M 199 174 1,496 102 273 63 60 74 17

N 136 255 150 973 365 35 70 150 20

O 13 4 7 6 119 1 8 9 3

P 36 18 46 6 73 224 7 2 3

Q 1 4 1 1 8 0 127 2 1

R 0 15 5 3 1 0 3 327 30

S 37 9 12 8 0 6 41 14 44

Intermediate consumption 
(basic prices) 2,046 3,785 4,225 2,943 2,217 948 2,512 1,313 430

Wages and salaries 1,259 11 2,248 1,890 6,029 4,431 4,525 827 285

Employers´ social contributions

4,114 10,355 3,831 2,311 6,227 3,475 3,979 1,597 663

Other taxes on production

Other subsidies on production

Consumption of fi xed capital

Operating surplus, net

Mixed income, net

Value added, gross 5,374 10,367 6,078 4,202 12,256 7,906 8,504 2,425 948

Output (basic prices) 7,420 14,152 10,303 7,145 14,473 8,854 11,016 3,738 1,378

Import 3,250 3,405 6,366 5,347 3,716 1,514 3,370 2,498 329

Total resources 10,670 17,557 16,669 12,492 18,189 10,368 14,387 6,236 1,707

Source: Own calculations based on data from the Czech Statistical Offi ce (2015a, 2015b)

Tab. 5: Regional input-output table for the Pilsen Region for 2010 (mil. CZK) – Part 2
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6. Sector Multipliers Related to the 
Culture

The last stage of the calculations was the 
computation of individual types of multipliers, 
i.e. the multipliers of output, gross value 
added, income, and employment. The values 
of multipliers are estimated using appropriate 
vectors (see section 2). In the case of the 
gross value added and income multiplier, these 

vectors are calculated from the regional SIOT, 
i.e. originally from the national SIOT using the 
appropriate SLQ and employment proportion. 
It is evident from the calculation principle that 
the obtained vectors are not very accurate 
when compared with reality (unfortunately, the 
real data are not available), and therefore the 
resulting multipliers must be approached very 
carefully.

Output and employment multipliers are 
thus the most accurate ones from the regional 
multipliers and the others should be used very 
carefully.

The values of individual multipliers are 
shown in Table 6.

Effects of culture are best expressed by 
the R sector called “Arts, entertainment and 
recreation,” but others with similar effects 
are also shown in the table. The G sector is 
given because of retail trade, which includes 
e.g. purchases of food, fuels and other goods 
related to travel. The H sector is related to the 
public transport (buses, trains or planes) and, 
fi nally, there is the I sector that is connected with 
the accommodation of visitors and restaurant 
services for them. For clarity, there are also 
sectors with the highest and lowest values for 
the respective multipliers.

The values of output multipliers are above 
average (which is 1.28) for most sectors. For 
example, the value of 1.27 for the R sector 
means that if visitors buy tickets to a cultural 

event in Pilsen (or elsewhere in the region) 
amounting to CZK 1 million, the production in 
the region will increase not only by one million, 
but through the further rounds of consumption 
also by another approx. CZK 270 thousand. 
Similarly, the other values of output multipliers 
may be interpreted. The highest value of the 
output multiplier in the Pilsen region can be 
observed for the Construction sector, where 
an increase in demand for production in this 
sector by of CZK 1 causes an increase in 
production of the entire region by CZK 1.45. 
As regards the analysed sectors, the multiplier 
for R sector, which represents “pure” cultural 
activities, has the lowest value of those four. 
That is logical, because culture does not 
have as many supplier-customer relations 
as the other selected sectors (especially in 
one region) and thus there is not such a big 
increase in production caused by other rounds 
of consumption. This is also proved by the sum 
of the consumption coeffi cients for each of 
these sectors which is, in the case of R sector, 

Type of multiplier/
sector

Wholesale 
and retail 

trade; repair 
of mot. veh.

Transpor-
tation and 

storage

Accommo-
dation and 

food service 
activities

Arts, enter-
tainment and 

recreation
The highest 

value
The lowest 

value

G H I R

Production 1.31 1.33 1.32 1.27 Construction: 
1.45 Education: 1.12

Gross value added 0.57 0.47 0.47 0.49 Education: 
0.81

Mining and 
quarrying: 0.20

Income 0.29 0.22 0.20 0.22 Education: 
0.59

Real estate 
activities: 0.03

Employment 0.93 0.77 1.11 1.12 Education: 
1.67

Mining and 
quarrying: 0.20

Source: Own calculations based on data from the Czech Statistical Offi ce (2015a, 2015b)

Tab. 6: The values of chosen regional multipliers for the Pilsen Region in 2010

EM_3_2016.indd   69EM_3_2016.indd   69 8.9.2016   14:11:098.9.2016   14:11:09



70 2016, XIX, 3

Ekonomie

70

the lowest of those four (R: 0.21, G: 0.24, H: 
0.25, I: 0.25). The multipliers of gross value 
added express an increase of gross added 
value in the case of an increase in demand for 
production in a particular sector by one unit. 
Their values are rather below-average (the 
average is 0.51) in the Pilsen Region, except 
for the G industry. Yet, these values are not 
negligible, especially when compared with the 
lowest value showed by the sector of Mining and 
quarrying (0.20). For instance, the value of 0.49 
for the R industry means that ticket purchases 
amounting to CZK 1 million will bring the gross 
added value amounting to CZK 490 thousand 
to the region (these are wages and salaries, 
employers’ social contributions, net taxes on 
production, consumption of fi xed capital, etc.) 
This value is the second highest regarding 
analysed sectors (fi rst is sector G) which 
indicates strong representation of workforce 
in this sector. Already mentioned sector G has 
even higher value than is the value of total 
average, thus it has the biggest potential (from 
analysed sectors) to infl uence the regional 
gross value added in case of increased 
demand. Another is the income multiplier, 
which is focused solely on wage compensation 
(i.e. wages and salaries and employers´ social 
contributions) and thus refl ects an increase in 
this income due to an increase in demand for 
production of a particular sector by one unit. 
In this case, the values of selected sectors are 
slightly below average (0.23), again except for 
the G sector. The “Education” sector shows the 
highest value and the sector called “Real estate 
activities” shows the lowest value (this low 
value seemed somewhat strange, but it comes 
from the national SIOT, where the value of 
Wages and Salaries is very low for this sector). 
The interpretation of results is similar to the 
previous ones: the value of 0.22 for the R sector 
means that ticket purchases amounting to CZK 
1 mil. will bring approximately extra CZK 220 
thousand in wages and salaries to the region. 
These multipliers also refl ect the representation 
of workforce in sectors and their values also 
increase and decrease the same way as the 
gross value added multipliers, because income 
is just one element of the gross value added. 

The last type is the employment multiplier. 
Its value considerably differs for the selected 
sectors and refl ects how many new jobs can 
be created in the economy as a result of an 
increase in demand for the particular industry 

output by one unit, or in this case, by CZK 1 
million (the data in SIOT are given in millions of 
CZK). The values of the I and R sectors were 
higher than 1 (i.e. an increase in demand for 
production of these industries amounting to 
CZK 1 mil. would create at least one job). In 
this case, the average is 0.87, thus the value 
for sector G is still above average. The lowest 
value in the Pilsen Region was recorded for the 
sector of Mining and quarrying and the highest 
value was recorded for the sector of Education.

Generally speaking, the multipliers of 
industries related to culture (even for the R 
industry itself) show relatively good values 
ranging around the average and thus these 
industries tend to greatly affect the economy 
of the Pilsen Region. The size of the total 
economic effect however, depends on the 
amount of money that is spent in region for 
goods and services of these sectors. The 
estimation of this amount caused by the Pilsen 
ECoC 2015 project is the aim of the currently 
on-going research.

Conclusion
I-O modelling is a tool that has been used to 
understand the relationships between sectors 
for more than half a century. This tool is 
constantly evolving, as is the purpose of its 
use. In this paper, it was used to indicate the 
economic importance of culture, especially in 
relation to the project of Pilsen ECoC 2015.

A crucial part of this paper was to compute 
regional I-O tables using the selected method. 
In the Czech Republic, there are not many 
scholars who would deal with these issues 
and, therefore, a great emphasis was placed 
on explaining the procedure in order to initiate 
a discussion on this topic.

Subsequently, the values of sector multipliers 
related to culture were calculated. These, when 
compared to the others, showed values around 
the average, which is quite surprising for the 
underestimated cultural sectors. It indicates 
the importance of culture and its potential to 
infl uence the economy of the Pilsen Region. 
However, it is important to realize that culture 
can only affect the economy of the region if it 
is a case of big events of at least nationwide, 
but ideally international scope. The values of 
multipliers always apply, but the impact differs 
if there is a demand for the sector services 
amounting to several thousands of CZK in the 
case of a small event, or if the demand amounts 
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to a million of CZK as is the case of a big 
international festival. Another important factor is 
the origin of visitors. The less economic effect 
can be expected when the visitors are residents 
of the region, because they would spend their 
money in the region even without the existence 
of the event. Conversely, when the visitors are 
foreign tourists who would not come to the 
Czech Republic, or rather the Pilsen Region, 
without the existence of this event, the effects 
can be expected signifi cant.

For events such as the European Capital 
of Culture 2015, the prerequisite is a high 
attendance, usually with a high proportion 
of foreign visitors as well. They spend their 
money not only on admission fees, but also on 
accommodation, meals, souvenirs and other 
services. Thus the great economic impact can 
be expected also in Pilsen (respectively the 
Pilsen Region). The fact that the main impacts 
are expected in the City of Pilsen, but not in the 
whole region for which multipliers are calculated, 
should not be seen as an error. Input-output 
analysis considers supplier-customer linkages 
within the whole region (including the city) 
and the results are not infl uenced by the fact, 
where the money was spent. Thus, although 
the money was spent in Pilsen, the suppliers of 
services and goods may be located outside the 
city, which affects the rest of the region. Usually, 
the economic impacts of cultural events are 
calculated even for the national level (e.g. 
Herrero et al., 2006).

At the moment when it is possible to 
determine the total spending of different 
groups of visitors in different sectors caused 
by the Pilsen ECoC 2015 project, the overall 
impact on the economy of the region may be 
calculated using the computed multipliers. 
These results can be compared with the funds 
spent on the coordination and organisation of 
the ECoC events and can help the city of Pilsen 
(which have fi nanced most of the programme) 
to evaluate biggest events and chose which 
ones should be sustained and which should 
be cancelled. This process can also be applied 
repeatedly to assess the change in economic 
impact of selected events.

Economic effects of ECoCs can be very 
high, but they always depend on the type of 
cultural programme and its possibilities to 
attract visitors from other regions. In the history, 
there were some very successful ECoCs 
with great economic impacts (e.g. Liverpool 

2008), but also less successful and smaller 
projects with no long term impacts (e.g. Maribor 
2012). Great impacts are mainly caused by 
the investments into the local cultural and 
recreational infrastructure and partly by 
elaborated cultural programme that continuous 
afterwards. I-O analysis used in this paper was 
already applied for evaluation of few former 
ECoCs (e.g. Salamanca 2002, Liverpool 2008, 
Maribor 2012). Methodologies were similar, 
but unfortunately based on multipliers derived 
from SIOT that were published by the local 
statistical offi ces for a large area (country). The 
non-existence of SIOT for smaller regions is 
seen as the biggest methodological problem 
when evaluating ECoC using I-O analysis. The 
methodology presented in this paper shows the 
possible way to resolve that problem. 

Pilsen ECoC 2015 made some big 
investments (e.g. new theatre) and created 
cultural programme that was seen by a large 
number of visitors. Together with the high 
values of calculated multipliers, it is clear that 
the economic impact of the project will be 
signifi cant.
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Abstract

REGIONAL ECONOMIC EFFECTS OF THE EUROPEAN CAPITAL OF CULTURE 
PROJECT: THE USE OF INPUT-OUTPUT ANALYSIS

Marta Nosková

The topic of economic effects of culture has become very popular recently. Particularly in 
connection with the European Capital of Culture, various studies examining economic impacts 
or methodologies for their monitoring are annually processed and the results are often part of 
evaluation reports related to the individual European Capital of Culture projects. Given the fact that 
in 2015 the European Capital of Culture is Plzen in the Czech Republic, it has been appropriate to 
determine what multiplier effects can be expected in connection with this event. Therefore, the focus 
was not only on the sector called “Arts, entertainment and recreation,” but also on the other related 
industries that can be affected by the increase of tourists (i.e. “Wholesale and retail trade, repair 
of motor vehicles”, “Transportation and storage” and “Accommodation and food service activities”). 
Therefore, the regional input-output model has been calculated and then multipliers of production, 
gross value added, income and employment have been derived for the sectors related to culture, 
wholesale and retail, transport, accommodation and food. The results have showed that these 
industries have the potential to affect the economy of the region and it can therefore be assumed 
that the aforementioned events, which take place within the Pilsen European Capital of Culture 
2015, will bring considerable fi nancial resources to the region, mainly through attracting foreign 
tourists and tourists from other regions of the country. The derived multipliers are computed from 
data for 2010 (more recent are not available) and, of course, they can also be used to determine 
economic effects of other events.
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