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ABSTRACT
Depth sensor data is commonly used as the basis for Natural User Interfaces (NUI). The recent availability of
different camera systems at affordable prices has caused a significant uptake in the research community, e.g.
for building hand-pose or gesture-based controls in various scenarios and with different algorithms. The limited
resolution and noise of the utilized cameras naturally puts a constraint on the distance between camera and user at
which a meaningful interaction can still be designed for. We therefore conducted extensive accuracy experiments
to explore the maximum distance that allows for recognizing finger-tips of an average-sized hand using three
popular depth cameras (SwissRanger SR4000, Microsoft Kinect for Windows and the Alpha Development Kit of
the Kinect for Windows 2), with two geometric algorithms and a manual image analysis.
In our experiment, the palm faces the sensors with all five fingers extended. It is moved at distances of 0.5 to 3.5
meters from the sensor. Quantitative data is collected regarding the number of finger-tips recognized in the binary
hand outline image for each sensor, using two algorithms. For qualitative analysis, samples of the hand outline are
also collected.
The quantitative results proved to be inconclusive due to false positives or negatives caused by noise. In turn our
qualitative analysis, achieved by inspecting the hand outline images manually, provides conclusive understanding
of the depth data quality. We find that recognition works reliably up to 1.5 m (SR4000, Kinect) and 2.4 m (Kinect
2). These insights are generally applicable for designing NUIs that rely on depth sensor data.
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1 INTRODUCTION
In Human Computer Interaction, mouse, keyboard and
touch screens are today’s standard input methods. As
the user’s interaction space is limited due to being
bound by physical contact, Natural User Interfaces
(NUI) have gained popularity in the research commu-
nity. Hand gesture interfaces are an important NUI
branch and recently consumer-grade applications have
emerged1 which are based on depth cameras. Such
vision-based approaches allow for non-intrusive inter-
action, where no physical contact between user and
device is required. Generally solutions are often based

1 Examples include Intel Perceptual Computing SDK
http://software.intel.com/en-us/vcsource/
tools/perceptual-computing-sdk, Leap
Motion https://www.leapmotion.com or
various hand and body gesture recognition tools
based on SDKs like the Microsoft Kinect SDK
http://www.kinectforwindows.org or the SoftKi-
netic iisu http://www.softkinetic.com/en-us/
products/iisumiddleware.aspx.

on inexpensive commodity color cameras (e.g. based
on CMOS or CCD technology) with high resolution.
Their down-side is that segmenting the image and
analyzing its content is computationally challenging
and negatively affected by varying lighting conditions.
Thus, many solutions instead use depth sensors which
allow for simple, thresholding-based scene segmenta-
tion. Unfortunately the depth data quality is negatively
affected by noise and low image resolution. These
issues are a challenge for recognition algorithms,
especially at higher distances where objects decrease
in size due to perspective foreshortening. Therefore we
investigate the sensor-specific maximum hand distance
where hands and finger-tips are still recognizable.
We are not concerned about the minimum finger-tip
recognition distance as it relates to the minimum
distance for which a camera can report depth values2.

2 At low distances, perspective foreshortening is no longer an
issue and noise can be effectively dealt with using various
filtering techniques.
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Figure 1: Hand segmentation by skin-color classifica-
tion using LCCS method

The rest of this work is structured as follows. Section
2 presents related work, together with background in-
formation regarding depth cameras and hand gesture
recognition algorithms. The geometric algorithms that
detect finger-tips are explained in section 3. The ex-
periment and its results are found in section 4 and 5
respectively. A conclusion of this work is given in sec-
tion 6.

2 BACKGROUND & RELATED WORK
Two prominent depth sensing technologies used by sen-
sors found on the market are Time-Of-Flight (TOF) and
Infrared-Structured-Light (IRSL). TOF cameras have
only become affordable recently3 while IRSL was es-
tablished on the market by PrimeSense, with vendors
such as the Microsoft (Kinect) and ASUS (Xtion). The
disadvantage of depth sensors is their relatively low res-
olution, often around 250x250 px for TOF or 320x240
px for IRSL. Sensors like the Microsoft Kinect provide
depth and RGB data, but it should be noted that ob-
taining the hand outline by performing skin-color clas-
sification on the RGB data is very challenging in real-
world environments. We found that pixels of (parts) of
the hands are represented by RGB colors that are not
of skin color, causing any parametric or non-parametric
method to fail. Results of performing skin color classi-
fication using log-chromatic color space (LCCS) [8] on
RGB images obtained using the Kinect can be seen in
figure 1.

Various classes of hand gesture recognition algorithms
exist, see [4], such as appearance-based, partial and
full-DOF pose estimation. For any of these classes the
quality of incoming data, depth values in our case, is of
crucial importance. Hand pose estimation analyzes the
pixels belonging to hands and fingers, which is chal-
lenging due to the low depth image resolution (see ta-
ble 1) and due to perspective projection causing the
size of objects to shrink in the image with increasing
distance. If data is missing, e.g. an individual finger
that disappears in the depth image, any recognition al-
gorithms will intermittently fail. For this reason this
paper provides an analysis regarding the discernibility
of individual fingers in the depth image produced by the

3 In 2008 the SR4k costed ∼ 10000e whereas today similar
products, such as the SoftKinetic DS311 (< 300 USD) or the
Creative Senz3D (∼ 175 USD) are much less expensive.

SwissRanger SR4000 (SR4k) and Microsoft Kinect for
Windows (K4W), which are sensors often used by hand
gesture recognition researchers. For an outlook, results
are also provided for the alpha development kit of the
Microsoft Kinect for Windows 2 (K4W2alpha), the re-
tail version4 of which being expected in the second half
of 2014.

Related work is sparse which measures the feasibility to
detect the number of fingers in a depth image in relation
to the hand distance. The majority of works (e.g. [1, 7,
9, 10, 12, 13]) examine the noise characteristics, that is,
precision, jitter, repeatability, etc. of reported Z values
of a depth sensor, some also investigate lens distortion.
Mishra et al. [11] do examine the X-Y accuracy by
using a monkey wrench. For different aperture sizes
ranging from 0.2 to 1.6 cm, the authors measured the
maximum distance for which the aperture hole would
still be visible. Unfortunately, the gap between finger-
tips exceeds the range used in their experiments (finger-
to-finger distance being ∼ 2.5 cm).

We therefore designed an experiment where we present
a single hand with 5 fingers, the palm facing the cam-
era, at varying distances between 0.5 and 3.5 meters.
We use the 3DMT [5] implementation which uses this
5-finger pose to locate the hand, providing tracking for
the hand and fingers. By extending 3DMT with a sec-
ond algorithm, convexity defects, the number of fingers
are determined by both algorithms in parallel, logging
the results to disk. The two algorithms analyze the hand
geometrically and are briefly introduced in section 3.
In addition to this quantitative analysis, the discernibil-
ity of fingers is also evaluated qualitatively by judging
whether the binary hand silhouette exhibits all 5 fingers
clearly. The result serves as guideline for hand gesture
researchers who want to be informed about the limita-
tions of common depth sensor hardware.

3 ALGORITHMS
In this work two partial pose estimation algorithms
were used to determine the number of fingers. In par-
tial pose estimation, a simple hand model is used which
consists of the palm (approximated by a circle) and
finger-tips, as well as finger-pipes in some cases. The
two algorithms used here are 3D multi touch (3DMT)
and convexity defects (CD), presented in the following
subsections. Both analyze the pixels with a geometric
approach to extract the palm and finger-tips.

3.1 3D Multi Touch
The 3DMT toolkit [5, 6] was developed by Georg
Hackenberg in 2010 at Fraunhofer FIT. It extracts
from the depth image a hand model that consists

4 Improvements of the depth data quality between the alpha de-
velopment kit and the retail version are possible.
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SR4k K4W K4W2alpha
Techn. TOF IRSL TOF
Price ∼7000 e ∼190 e N/A
Range 0.1 - 5.0 m 0.4 - 4.0 m 0.5 - 4.5

Depth res. 172x144 640x480 512x424
FOV (H, V) 43.6◦, 34.6◦ 58◦, 45◦ 84.1◦, 53.8◦

Refresh rate ∼30 Hz 30 Hz 30 Hz
Outdoor

usage
yes no yes

Table 1: Depth sensor technical specifications

Adapted from [2], the SR4k data sheet and the preliminary K4W2alpha technical specification sheet.

Figure 2: Palm radius determination by [6]

of a palm and 0-5 fingers. In this model a finger is
made of a finger-tip which is connected to the palm
via a finger-pipe. To determine the dimension of the
palm, a circle is placed around the preliminary center
(based on distance-transform) of each hand. Its radius
is iteratively increased, until the depth values along
the circle are no longer approximately equal to the
center’s depth value, see figure 2. The next step is
to find finger-tips by finding pixels that are finger-tip
candidates. A fixed-circle test is passed if the depth
values along the circle can be grouped in two segments,
one where the values deviate strongly from the one of
the center and one where the deviation is low (below a
threshold), see figure 3a. A similar fixed-size circle test
is performed for computing candidates for finger-pipes,
see figure 3b. This results in a map indicating the
presence of finger-tips and pipes respectively. False
positives are eliminated through smoothing, and finger-
tip candidates are connected to palms via finger-pipes
wherever it is geometrically plausible. The result can
be seen in figure 4.

The original work was modified to support the K4W
and K4W2alpha sensors in addition to the SR4k. The
algorithm was also made scale-adaptive, s.t. the exper-
imentally determined parameters (regarding the circle
checks, distance thresholds, etc.) are adjusted accord-
ing to the hand distance.

(a) Finger-tip circle check (b) Finger-pipe circle check

Figure 3: Finger-tip and -pipe checking

Figure 4: Finger-tips and -pipes

3.2 Convexity Defects
"Convexity defects (CD) in a (convex) hull is the space
between the contour line and the actual object." [14]
This is best illustrated in figure 5. It shows an object
(white), its contour or outline (red), convex hull (green)
and the convexity defects (brown). An efficient imple-
mentation is provided by OpenCV [3] for determin-
ing convexity defects. While the 3DMT finger recog-
nition algorithm operates directly on the depth image,
CD needs the hand outline. Therefore, depth threshold-
ing is applied to obtain the binary hand silhouette from
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Figure 5: Convexity defects

(a) Sensor setup

(b) Hand pose and dimensions

Figure 6: Experiment setup

which the contour, convex hull and CD’s are extracted.
OpenCV describes the CD area in terms of the outline,
providing the start and end index, which coincide with
the finger-tips. To remove false positives around the
wrist, only those points which are above the palm cen-
ter (in image space) are considered to be finger-tips.

The 3DMT implementation was extended to carry out
the CD-based finger-tip extraction in parallel to the
original 3DMT algorithm. Finally, logging function-
ality was added to write tuples (hand distance, 3DMT-
fingers, CD-fingers) to disk.

4 EXPERIMENT
All 3 sensors were positioned and oriented so that they
capture approximately the same environment, see fig-
ure 6a. One hand was presented to the sensors with all 5
fingers extended, as shown in figure 6b. The 3DMT im-
plementation comes with recording functionality where
the incoming depth frames are stored to disk without

(a) 320x240 (b) 640x480

Figure 7: K4W depth data resolution comparison (hand
at a distance of 2.4 m)

applying the recognition algorithm. This rules out run-
time performance differences that arise when executing
recognition on depth frames of varying resolution (see
table 1). The K4W was operated at 320x240 pixels in-
stead of 640x480, because we found that the higher res-
olution does not improve the level of detail, as can be
seen in figure 7. While recording, the hand is initially
placed at a distance of 1.0 m and then moved towards
the camera until the respective minimum distance of
the sensor, followed by moving it away to a distance
of up to 3.5 m, see figure 8. The SR4k and K4W2alpha
sensors cannot be operated simultaneously due to in-
frared inference, thus only one device was active at a
time while recording. The hand movement sequence
was executed twice to obtain more data, resulting in two
recordings for each sensor. While replaying the record-
ings, the 3DMT and CD algorithms were applied while
logging the results to disk.

5 RESULTS
We first present our quantitative results, represented by
the bar plots shown in figure 9. It contains plots of
the average number of detected fingers together with
the standard deviation, in relation to the hand distance,
binned in 10 cm intervals. Only the K4W2alpha and
SR4k provide values for distances below 0.8 m. Al-
though the K4W sensor does support a minimum dis-
tance of 0.4 m in near-mode, its use was discarded be-
cause it has a negative effect on depth image quality for
objects at larger distances (beyond 1 m), compared to
normal mode. The performance of the 3DMT algorithm
for the SR4k at near (1.0 m) to mid distances (1.5 m) is
below par (i.e., less than 5 fingers are recognized) due
to noise leading to incoherent finger-pipe maps. If no
sufficiently large, continuous finger-pipe blob between
a finger-tip candidate and the palm is found, the finger-
tip is not counted as detected finger.

The bar plots alone do not provide a conclusive answer
to the aims of this work. In theory, one could conclude
that the sensor’s depth data quality is sufficient to allow
the recognition of all fingers for a certain distance if the
respective bar shows a perfect finger count in both fig-
ure 9a and 9b. In practice, we found that the 3DMT
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Figure 8: Snapshots of the evaluation sequence (SR4k)
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(a) Results (3DMT algorithm)
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(b) Results (convexity defects algorithm)

Figure 9: Quantitative analysis results

algorithm undershoots, while the CD algorithm over-
shoots, due to random noise that is present for every
sensor. Exemplary, according to CD, the K4W2alpha
is able to find nearly all fingers at a distances of 3.0 m,
which is incorrect, as we will show below. Discarding
CD as inappropriate measure, we can still use 3DMT
and define an (arbitrary) lower-bound threshold of, say,
4.5 fingers, in which case the maximum distances were
as follows:

• SR4k: 1.4 m

• K4W: 1.8 m

• K4W2alpha: 2.6 m

In order to make a conclusive statement a qualitative,
manual analysis was performed on the image data. A
sample is presented in table 2 for each sensor. It shows
binary hand silhouettes extracted from the depth image
using a simple thresholding of ±9 mm around the palm
center. It should be noted that 3DMT and CD apply
light filtering to the input to reduce the effects of noise,
such as Median smoothing and morphological closing.
The images in table 2 do not contain this filtering to
allow for a more distinct judgment. They are scaled
to a uniform size and include the width of the hand in
pixels in the original, unscaled image, which relates to
the width of the real hand of 18 cm.
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Distance [m] 0.6 0.8 1.2 1.5 1.8 2.1 2.3 2.7 3.0

SR4k
Width [px] 69 55 36 30 25 20 16 10 9

K4W
Width [px] N/A 60 40 34 26 24 21 16 16

K4W2alpha
Width [px] 110 85 58 46 40 33 30 24 21

Table 2: Qualitative analysis results: binary hand outlines at different distances

From the image analysis we find the following maxi-
mum distances where all five finger-tips are visible:

• SR4k: 1.5 m

• K4W: 1.5 m

• K4W2alpha: 2.4 m

Note that these numbers result from analyzing several
hand images with approximately the same distance to
determine jitter in the images, such as disappearing fin-
gers. Exemplary, the hand at distance 1.8 m in the SR4k
row in table 2 looks correct and thus one might assume
that the SR4k supports finger-tip recognition at this dis-
tance. Unfortunately, at such a high distance fingers
become 1 px thin and begin to disappear sporadically.
At a distance of 1.5 m finger-tips have a stable appear-
ance. Table 3 shows a sample of hand outline images,
all taken at the respective maximum distance for each
sensor, corresponding to the list above. Its last row ex-
emplifies that the result of 2.6 m for the K4W2alpha
from the quantitative analysis is not appropriate, as fin-
gers sporadically disappear.

6 CONCLUSION
In this work we tested the appearance of hands and
finger-tips in depth images produced by three depth
sensors frequently used in hand gesture research, the
MesaImaging SwissRanger SR4000 (released in 2008),
Microsoft Kinect for Windows (released in 2010 5 ) and
the alpha development kit of the Kinect for Windows 2
(retail version expected Summer 2014). In an experi-
ment we presented a single hand with all 5 fingers ex-
tended to the sensors, at hand-to-sensor distances rang-
ing from 0.5 to 3.5 meters. We used the 3DMT toolkit

5 The XBox 360 Kinect was released in 2010, whereas the
Kinect for Windows was officially released in 2012. The un-
derlying technology is the same, IRSL by PrimeSense.

and its recognition algorithm to find the hand and its
finger-tips. We extended it with a second geometrical
algorithm, convexity defects, and added disk-logging
of hand distance and number of found finger-tips. This
quantitative data was summarized in histograms, see
figure 9.

Comparing the algorithms we found that the convexity
defects algorithm consistently overshoots regarding the
number of found finger-tips, due to noise at increasing
distances. This is also confirmed by the authors in [4],
suggesting the use of local palm-to-finger-tip distance
maxima in future work. The 3DMT algorithm instead
provides a conservative estimation, i.e., undershoots the
true number of recognizable finger-tips.

To make a conclusive statement an additional qualita-
tive analysis was performed on the image data, see ta-
ble 2 and 3. We find that recognition is possible up
to 1.5 m with the SwissRanger SR4000 and Kinect
for Windows and up to 2.4 m for the alpha develop-
ment kit of the Kinect for Windows 2. The main ad-
vantages of the new Kinect over its predecessor are
the depth measurement technology (Time-Of-Flight vs.
Infrared-Structured-Light) and high resolution (in the
realm of Time-Of-Flight cameras) of 512x424 pixels.
With depth sensor resolutions improving in the future,
one can expect a larger interaction space for hand ges-
ture applications. A confirmation of the results with the
retail version of this sensor is left as future work.

The main contribution of this work is a method to de-
termine the maximum hand distance that allows for
geometric finger-tip recognition using depth cameras,
including its limitations when using only quantitative
data. We hope that authors pick up on our work using
extended parameters, such as testing different sensors,
varying sunlight conditions or differently sized hands.
Our results provide hand gesture researchers with an
orientation and guideline regarding the finger-tip recog-
nition capabilities of present depth sensor hardware.
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SR4k (1.5 m)

K4W (1.5 m)

K4W2alpha (2.4 m)

K4W2alpha (2.6 m)
Table 3: Qualitative analysis results: binary hand outlines at maximum distance

Note that for K4W2alpha, this is preliminary software and/or hardware and APIs are preliminary and subject to
change.
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