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Unraveling the spin structure of unoccupied states in Bi2Se3
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The optical control of spin currents in topological surface states opens new perspectives in (opto-) spintronics.
To understand these processes, a profound knowledge about the dispersion and the spin polarization of both the
occupied and the unoccupied electronic states is required. We present a joint experimental and theoretical study
on the unoccupied electronic states of the topological insulator Bi2Se3. We discuss spin- and angle-resolved
inverse-photoemission results in comparison with calculations for both the intrinsic band structure and, within
the one-step model of (inverse) photoemission, the expected spectral intensities. This allows us to unravel the
intrinsic spin texture of the unoccupied bands at the surface of Bi2Se3.
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I. INTRODUCTION

In topological insulators (TIs) spin-orbit coupling (SOC)
leads to a band inversion of the bulk states terminating the
fundamental gap. This results in the emergence of metallic
topological surface states (TSSs) crossing the gap [1,2]. These
TSSs exhibit a Dirac-cone-like dispersion with a helical spin
structure. Bi2Se3(111) is the most prominent prototypical TI
featuring a simple band structure with a single Dirac cone close
to the Fermi level around the center of the surface Brillouin
zone [3]. Numerous angle-resolved photoemission (ARPES)
studies concentrated on this TSS with respect to its dispersion
and spin texture [3–7].

Due to the interesting spin structure, TIs have emerged as
promising materials in the field of spintronics and optospin-
tronics [8–10]. Ultrafast light pulses might pave a way to
control spin currents [9,11,12]. In this context, a profound
knowledge about the electronic states above the Fermi level is
crucial. Several two-photon-photoemission (2PPE) and time-
and angle-resolved photoemission experiments on Bi2Se3

investigated the dispersion of the unoccupied states and found
a second Dirac cone at 1.5 eV [12–15]. The second Dirac
cone exhibits similar characteristics as the well-known Dirac
state at the Fermi level, namely, a surface characteristic, a
linear dispersion, and a theoretically predicted helical spin
texture.

To understand optical transitions and their dynamics, the
spin texture of the electronic states below and above the Fermi
level is of importance. Spin-resolved ARPES and inverse
photoemission (IPE) are the tools of choice to explore these
spin features. However, the interpretation of spin-polarization
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data on materials with strong SOC is not straightforward
[16–19]. The spin information measured in IPE (ARPES)
may differ from the intrinsic spin polarization of the final
(initial) state. It has been shown that the choice of the
photon energy [11,20,21], light polarization [20–25], and
experimental geometry [26] has a strong influence on the
measured spin polarization of the TSS in Bi2Se3.

In order to determine the spin texture of the unoccupied
band regime in Bi2Se3, we present a joint experimental and
theoretical study. We show spin- and angle-resolved IPE
data in comparison with calculations for both the intrinsic
band structure and, within the one-step model of (inverse)
photoemission, the expected IPE spectral intensities. This
allows us to unravel the intrinsic spin texture of the unoccupied
bands at the surface of Bi2Se3.

The paper is organized as follows: Our experimental
approach is described in Sec. II. Several theoretical methods
are introduced and compared with each other in Sec. III.
Section IV is dedicated to a comparison between experi-
mentally observed E(k‖) dispersion data and spectral-density
calculations. In Sec. V we provide a detailed discussion of our
IPE spectra in comparison with one-step-model calculations
where not only energy dispersions, but also spin-dependent
spectral intensities are evaluated. A summary is presented in
Sec. VI.

II. EXPERIMENTAL APPROACH

Spin- and angle-resolved IPE is used to investigate the
energy vs momentum dispersion as well as the spin structure of
the electronic states above the Fermi level [27]. For excitation,
an electron beam with defined energy, incidence angle �, and
spin polarization from a GaAs photocathode is directed onto
the surface [Fig. 1(a)] [28]. Its spin polarization amounts to
33% and is oriented normal to the plane of incidence. The
angular divergence of the electron beam leads to a momentum
resolution of ±0.04 Å−1 at the Fermi energy EF [29]. In
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FIG. 1. (a) Experimental setup. (b) Low-energy-electron-
diffraction (LEED) pattern taken at Ekin = 30 eV, showing threefold
symmetry. (c) Auger electron spectroscopy (AES) signal of an
exfoliated Bi2Se3 sample measured with a retarding-field analyzer
at a beam energy of EBeam = 3 keV. (d) IPE spectra for � = 0◦ and
� = 4◦ in the � M direction. Up to an energy of 3 eV above the
Fermi edge, four structures A–D are observed. For higher energies,
two more features plus the image-potential state (IS) are present. (e)
Time-dependent energy positions of spectral features A–D: Second
derivative of spectra taken at an angle of incidence of � = 4◦

where features are more clearly separated. Points mark the average
peak positions of 20 spectra. (f) E(k‖) diagram: Experimental peak
positions in the IPE spectra together with a GW calculation for six
quintuple layers (QLs).

the IPE process, the electrons undergo radiative transitions
into lower-lying unoccupied states. The emitted photons are
detected with a Geiger-Müller counter at a detection energy
of h̄ω = 9.9 eV. The counter is located at an angle of 45◦
below the plane of incidence in a symmetrical position for
positive and negative polar angles � as shown in Fig. 1(a).
The overall energy resolution of the experiment is 450 meV
(full width at half maximum). Spectra were taken for both
spin-polarization directions of the incoming beam and are
presented after normalization to a hypothetical 100% spin
polarization [30]. All measurements were performed at room

temperature, at a base pressure of better than 1 × 10−10 mbar,
and along the M

′
� M high-symmetry direction.

High-quality single crystals of Bi2Se3 [31] were grown
by melting stoichiometric mixtures of 5N-purity elemental Bi
and Se at 860 ◦C for 24 h in an evacuated quartz ampoule,
cooling down to 650 ◦C at a rate of 2.5 K h−1, and subsequent
annealing at 650 ◦C for another two days. The sample then was
removed to another evacuated quartz ampoule with a conical
bottom, placed in a carbon crucible, and zone melted through
an induction coil with a rate of 1.2 mm h−1. To prepare and
clean the surface, the sample was exfoliated via the Scotch-tape
method at a pressure of 5 × 10−10 mbar. A LEED pattern with
threefold symmetry [Fig. 1(b)] and two distinct features in
AES [Fig. 1(c)] show the high quality of the sample. Caused
by exfoliation, the sample surface is weakly corrugated on
the millimeter scale. Since our electron beam averages over a
sample area of ≈3 mm in diameter, we estimate an uncertainty
of � ≈ ±1◦ for the IPE measurements.

Figure 1(d) displays IPE spectra of Bi2Se3 for normal
electron incidence and for � = 4◦. In the spectra for � =
0◦ four structures (A–D) and an IS are dominant, whereas two
further features with low intensities are visible between 3 and
4 eV. Our paper hence focuses on the energy regime between
the Fermi energy and 3 eV.

ARPES experiments by Bianchi et al. [32] on the same
batch of samples show intrinsic n doping directly after
exfoliation, leading to a Dirac point at about 250-meV binding
energy. They observed an additional time-dependent energetic
shift of the features with a final binding energy of the Dirac
point at about 400 meV. Several studies attribute this effect to
surface reactions with various residual gases [31–42]. These
reactions lead to an n doping of the surface and band bending.
We confirm this effect by our IPE spectra. Figure 1(e) shows
the second derivative of the IPE spectra taken at an angle of
incidence of 4◦ as a function of time after exfoliation. After
20 h, the band-bending effect is saturated, and the average
value for the energetic shift of features A–D amounts to about
180 meV. Our values for the time-dependent energy shift are
comparable to those in the literature [32,33]. We do not observe
the time-dependent development of additional quantum well
states as reported in some studies [31,32,36,38]. Therefore,
we assume that the entire band structure shifts rigidly and we
compare our data with calculations adapted to the position of
the Dirac cone as obtained from ARPES [32] after saturation.
All spectra shown in this paper, including those of Fig. 1(d),
have been obtained from saturated samples.

The experimentally observed peak positions of the spectral
features A–D for various angles of incidence have been
summarized as red dots in the E(k‖) diagram of Fig. 1(f). Peak
positions close to EF have to be interpreted carefully. They do
not necessarily reflect the real band energies because they are
influenced by the temperature-dependent Fermi distribution
and the finite experimental energy resolution [30,43]. In our
case, this is relevant for structure A for small angles � leading
to large uncertainties towards EF.

The data points are compared with a GW band-structure
calculation for six QLs of Bi2Se3; details of the calculation will
be given in the following section. The four dispersing spectral
features resemble the calculated bands. In addition, our
results are consistent with an early IPE study without angular
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resolution [44] and recent spin-integrated 2PPE measurements
[14,15]. The main focus of our paper is the spin structure of
the unoccupied bands, which will be presented in Secs. IV
and V.

III. THEORETICAL APPROACH

A. Electronic-structure calculations

The electronic structure of Bi2Se3 is well described within
the GW approach [45]. It starts from a local density ap-
proximation (LDA) calculation employing norm-conserving
ab initio pseudopotentials (PPs) in separable form [46] which
include scalar-relativistic corrections and SOC [47]. Localized
Gaussian orbitals are used in both LDA and GW calculations,
which allow for a very efficient computation of surface
systems [45]. SOC is taken fully into account in the GW

computations. For a proper treatment of the topological surface
state, a diagonalization of the GW Hamiltonian turns out to be
mandatory. Technical details of this methodology are given in
Ref. [45].

The quasiparticle corrections distinctly influence the dis-
persion of the bands close to the Dirac point as can be seen
from a comparison of the GW and LDA derived bands in
Figs. 2(a) and 2(b), respectively. In Ref. [45] we have outlined
that the resulting x-shaped dispersion behavior of the TSS is
in excellent agreement with ARPES data [48], whereas the
bare LDA calculation gives a rather poor result for the part
of the TSS below the Dirac point. In addition, the parabolic
dispersion of the lowest conduction bands resulting from GW

is much closer to the experimental result in Ref. [48] than
the flat density functional theory (DFT) bands. In the energy
region from 0.5 eV up to 3.0 eV, the quasiparticle corrections
are of the same type as in most other systems: Conduction
bands are shifted to higher energies when going from LDA to
GW , whereas the dispersion is only slightly influenced. The
resulting bands are in good agreement with structures A–D

seen in our IPE spectra [see Fig. 1(f)].
It turns out that the quasiparticle calculation, which is

realized within the pseudopotential approach, remains difficult
to handle as an input quantity in a photoemission analysis. This

FIG. 2. Band-structure calculations for Bi2Se3: (a) GW calcula-
tion for six QLs, (b) LDA-DFT calculations with pseudopotentials
for six QLs, and (c) atomic-sphere approximation for the half-space.
All calculations have been performed for the experimental lattice
parameters of Ref. [53].

analysis is used to compute IPE intensities and is typically
based on Korringa-Kohn-Rostoker (KKR) multiple-scattering
theory. As full-potential (FP) photoemission calculations
based on space-filling relativistic KKR potentials and wave
functions are not practicable for complex layered systems,
such as Bi2Se3, we employed the atomic-sphere approximation
(ASA) for the potential. The corresponding self-consistent
electronic-structure calculations were performed within the
ab initio framework of spin-density functional theory. The
Vosko et al. parametrization for the exchange and correlation
potential was used [49]. The electronic structure was calculated
in a fully relativistic mode by solving the corresponding
Dirac equation. This was achieved using the relativistic
multiple-scattering or KKR formalism in the tight-binding
KKR mode [50–52]. The resulting half-space electronic
structure represented by single-site scattering matrices for
the different layers and the corresponding wave functions for
initial- and final-state energies serve as input quantities for the
corresponding calculations of the spectral intensities.

The electronic structure resulting from the relativistic
multiple-scattering theory [50–52] at the LDA-ASA level
for the half-space of Bi2Se3 is presented in Fig. 2(c). The
comparison with Figs. 2(a) and 2(b) shows a good compromise
between the two spectral functions based on pseudopotentials,
although the theoretical approaches are quite different. This
concerns, in particular, the potential construction, which is
spherically symmetric in the ASA approximation and of
space-filling type in the pseudopotential approach.

A significant difference between the band-structure calcu-
lations appears for higher energies around k‖ = 0 where the
electronic states in the LDA-ASA calculation are higher in
energy (≈2.5 eV) with respect to the LDA pseudopotential
results (≈2.0 eV). We attribute this shift to the spherically
symmetric potentials in the ASA since we obtain an analo-
gous shift between Bi2Se3 bulk bands resulting from KKR
calculations using the ASA and the full-potential approach.
The results of the latter are in good agreement with those
of the LDA pseudopotential calculation for Bi2Se3. As an
example, we show in Table I the energy levels of the six lowest
conduction bands at the � point of the bulk Brillouin zone.

To get a detailed understanding of the described difference,
we performed a Mulliken analysis [54] showing that the states

TABLE I. Calculated energy levels in eV of the lowest conduction
bands of bulk Bi2Se3 at the � point of the Brillouin zone for a
rhombohedral unit cell. The LDA energies result from PP calculations
and KKR calculations employing the FP approach or the ASA. For
a better comparison, the energy of the lowest conduction band has
been set to 0 eV in all LDA calculations. The GW results are based
on quasiparticle corrections with respect to the LDA-PP results.

Level GW LDA-PP LDA-FP LDA-ASA

6 3.56 3.41 3.57 4.00
5 3.09 2.94 3.03 3.04
4 2.02 1.82 1.93 2.47
3 1.27 1.21 1.24 1.47
2 1.25 1.08 1.19 1.36
1 − 0.23 0.00 0.00 0.00
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of the LDA pseudopotential calculation at about 2.0 eV around
� have distinct contributions from Se dx2−y2 and Bi px and py

orbitals. This result is in quantitative agreement with angu-
lar momentum-resolved density-of-states calculations which
were performed within the KKR multiple-scattering theory in
its full-potential version. Comparing these calculations with
corresponding ones based on ASA potentials, we found that
the number of d states starts to increase at about 3 eV above EF,
whereas in the full-potential calculation the number of d states
appears to be much smaller up to energies of about 5 eV. As a
consequence, the two band structures based on spherically
symmetric and on space-filling cell potentials significantly
deviate in their dispersion for higher energies. This shows
that the impact of the non-spherical-potential components on
the electronic states in complex compounds, such as Bi2Se3,
cannot be neglected completely for higher energies.

Consequently, we infer that the KKR potential input
from the LDA-ASA calculation guarantees a quantitative
spectroscopical analysis in our IPE calculations for energies up
to 2.5 eV above EF, i.e., the region where the experimentally
observed structures A–C are energetically located. The results
for higher energies, i.e., for structure D, should be taken with
a grain of salt.

B. Spectroscopical analysis

Our spectroscopical analysis is based on the fully relativistic
one-step model [55] in its spin-density-matrix formulation
[56,57]. This approach allows to describe properly the
complete spin-polarization vector. For the IPE calculations,
in addition, we account for the surface itself by use of

a Malmström-Rundgren-type surface potential [58], which
can easily be included into the formalism as an additional
layer. This procedure provides the correct description of
the energetics and dispersion of all surface-related features.
Furthermore, the relative intensities of surface states and
resonances are quantitatively accounted for by calculating
the corresponding matrix elements in the surface region. This
procedure is described in detail, for example, in Ref. [59].

The energy-dependent retarded Green’s function, which
represents the final state, is obtained via the KKR. It has been
calculated for a complex energy with an energy-dependent
imaginary part Im V (Ef ) = arctan[0.03 + 0.005/eV2(Ef −
EF)2] to account for damping effects due to inelastic-scattering
events. This way the finite lifetime of the final state has been
considered. Also in the initial-state calculation many-body
effects have been included phenomenologically by use of a
parametrized weakly energy-dependent and complex inner
potential V (Ei) = Re V (Ei) + i Im V (Ei) as usual [60]. This
generalized inner potential accounts for inelastic corrections
to the elastic photocurrent [61] as well as the actual (real)
inner potential, which serves as a reference energy inside
the solid with respect to the vacuum level [62]. Due to the
finite imaginary part Im Vi(Ei), the inelastic mean-free path is
simulated, and thus the amplitude of the high-energy initial
state can be neglected beyond a certain distance from the
surface. A constant imaginary value of Im V (Ei) = 1.0 eV
was chosen according to the measured photon energy, which
lies in the vacuum-ultraviolet regime.

The spectroscopical calculations were performed for both
linear s- and p-polarized light. These intensity distributions
have incoherently been superimposed according to the photon

FIG. 3. Spectral densities n(E,k‖) of Bi2Se3 calculated with the LDA-ASA method (a) for the entire half-space, (b) for the topmost
quintuple layer, and (c) for the surface region weighted with a probing depth of λ = 2 atomic layers (ALs). (e)–(g) Corresponding spin
polarization (in-plane perpendicular to k‖) for (a)–(c). The highest spin-polarization values (≈70%) are obtained for the TSS in the calculation
for the half-space in agreement with literature values [63,64]. (d) and (h) reproduce (c) and (d) with experimental peak positions taken from
the IPE spectra added. The data points in (h) are colored where one spin channel exceeds the other.
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takeoff angle in the experiment to simulate the outgoing
light, which is measured in an IPE experiment. The best
agreement between experiment and theory was achieved for
a photon energy of h̄ω = 9.2 eV, which differs by 0.7 eV
from the experimental detection energy of 9.9 eV. The reason
for this difference is found in the calculated initial states,
which seem to disperse at slightly lower kinetic energies,
and may be explained in terms of the LDA-type ground-state
electronic-structure calculation.

IV. SPECTRAL DENSITY AND E(k‖) DATA

We start the comparison between experiment and theory
with a discussion on the calculated spectral density of Bi2Se3

based on the LDA-ASA method. Figure 3(a) shows the spectral
density n(E,k‖) along M

′
� M for the half-space. At energies

higher than the TSS, four bulk bands are observed up to 3 eV.
At about 1.3 eV, a second Dirac-like state connects the second
and third bulk bands. Figure 3(e) shows the corresponding spin
polarization. In agreement with the literature [63,64], the TSS
exhibits the highest polarization value of ≈70%. Besides the
TSS, considerable spin polarization is expected in the unoccu-
pied band regime, yet with a rather complex spin texture.

The spectral-density calculations for the topmost quintuple
layer [Fig. 3(b)] and for the surface region weighted with a
probing depth of λ = 2 ALs [Fig. 3(c)] highlight structures
with surface character. Besides the TSS, surface-related
spectral density (surface resonances) appears at the edges of
the bulk bands, e.g., a parabolic-shaped structure at the upper
edge of the third band at ≈1.6 eV. The calculation for the
intrinsic spin structure of the topmost QL [Fig. 3(f)] resembles
that of the half-space. In contrast, the spin structure changes
at the very surface [Fig. 3(g)], especially around the second
Dirac-like state. This effect is attributed to the existence of
layer-dependent spin polarization as reported in a theoretical
study for the TSS by Zhu et al. [20].

Figure 3(d) displays our experimental E(k‖) data in direct
comparison with the spectral-density results of Fig. 3(c).
Feature A is attributed to the lowest unoccupied bulk band
with its surface resonances plus, at least for larger k‖, to
tails of the TSS. The TSS hybridizes with bulk bands at k‖
values where it appears above the Fermi level. Feature B is
interpreted as derived from the second bulk band around 1 eV.
The calculated strong surface-related part within the third bulk
band is mirrored by feature C. Within the energy resolution of
IPE, the second Dirac state cannot be resolved. As described in

FIG. 4. (a) Spin- and angle-resolved IPE spectra along M
′
� M (left: spin integrated; middle and right: spin resolved). (b) Corresponding

calculated spectra within the one-step model for a photon energy of h̄ω = 9.2 eV and a probing depth of λ = 2 atomic layers. Secondary
processes leading to an inelastic-background intensity are not included.
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Sec. III A, structure D cannot be compared with the LDA-ASA
calculations.

We now focus on the spin texture displayed in Fig. 3(h). The
experimental data points are colored where one spin channel
exceeds the other. The measured spin information of feature
A resembles the calculated spin polarization of the TSS but
not of the surface resonance. We will further discuss this issue
in Sec. V. Although the spin texture of B fits fairly well with
theory, this is clearly not the case for C. The spin information
of C does not even show the expected sign change between
positive and negative k‖. This observation does not come as
a surprise, in particular, not for bands with mixed orbital
symmetries [17,18]. For a detailed analysis, the measured
spectra have to be compared with calculations within the
one-step model, which take into account the full dipole matrix
elements including both initial and final states.

V. IPE SPECTRA AND ONE-STEP-MODEL
CALCULATIONS

In this section, we extend our analysis to spin-dependent
spectral intensities. We compare spin-resolved IPE spectra
with one-step-model calculations as described in Sec. III B.
Figure 4(a) presents our spin-integrated and spin-resolved IPE
spectra for various angles of incidence � (from −14◦ to
+14◦) along M

′
� M . The spectra have been accumulated

from several measurements of equivalent sample prepara-
tions for the same angle of incidence. The intensities have
been normalized to an equal sample current. It should be
mentioned that the intensities between spectra for different
angles cannot be compared directly. Different surface qual-
ities and countercharacteristics lead to unavoidable intensity
variations between the spectra. The intensity ratios between
the observed features within one spectrum, however, are not
affected.

The spin-integrated spectra (left panel) show the struc-
tures A–D. They appear with different intensity ratios for
positive and negative angles. This intensity asymmetry is a
consequence of the finite kz dependence of the structures
and the missing crystal mirror symmetry between � M and
� M

′
. Only surface states with a δ-function-like density at

the surface are expected to appear symmetrically in intensity
for positive and negative angles of incidence. Obviously, the
observed features A–D contain contributions from bulk states
or surface resonances with a finite extension into the bulk as
already suggested in Sec. IV.

The theoretical spectra, spin-integrated and spin-resolved,
are shown for incidence angles between −16◦ and +16◦ in
Fig. 4(b). Input parameters for the calculation are a probing
depth of two ALs, a Fermi function for room temperature, and
an experimental energy broadening of 450 meV but no angular
divergence of the electron beam. Secondary processes leading
to an inelastic background are not included in the calculations.
For the experimental spectra, this background complicates the
evaluation of spectral intensity ratios and the peak position
determination, in particular, close to the Fermi level.

The results of our one-step-model calculations are summa-
rized as contour plots of calculated intensities I (E,k‖) and
spin differences I↑(E,k‖) − I↓(E,k‖) in Fig. 5 here without

FIG. 5. Calculated IPE intensities I (E,k‖) of Bi2Se3 along
M

′
� M for (a) a photon energy of h̄ω = 9.2 eV and a probing depth

of λ = 2 atomic layers and (b) corresponding spin differences. The
experimental data points are superimposed. In (b), they are colored
where one spin channel exceeds the other.

experimental broadening. The experimental data points are
included for reasons of comparison.

Comparing the spin-integrated spectra in the left panels
of Figs. 4(a) and 4(b) reveals an overall good agreement
between experiment and theory also concerning the intensity
asymmetries for positive and negative �. However, B and C

appear as two features in the experimental data for � = 0 and
±2◦, whereas it is one broad feature in the calculated spectra.
This might be caused by the lower intensity ratio between C

and B in the calculation compared with the experimental data.
With respect to spin-resolved data, the one-step model

reproduces the experimentally observed features A–C for �

larger than ±6◦ rather well. This is true for the intensity ratios
as well as spin polarizations. The discussion of feature D

should be neglected due to reasons mentioned in Sec. III A.
For lower �, structure A needs to be discussed in more

detail. Here, A is not influenced by the TSS in the calcula-
tions. Therefore, the spin texture is dominated by the bulk
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bands/surface resonances, showing the opposite sign com-
pared with the TSS. For larger angles the spin polarization is
dominated by the TSS. In contrast, our experiment detects the
spin texture of the TSS even for small angles. Several reasons
may account for that: (i) the limited angular resolution of the
experiment, which leads to contributions of the TSS already
for small angles. (ii) The dominating spectral intensity of the
TSS compared with the bulk/surface resonance contributions
[see Fig. 5(a)]. (iii) Any small lowering of the assumed
TSS binding energy in the calculation strongly increases the
TSS contribution above the Fermi level. All this leads to an
enhanced influence of the TSS spin texture on structure A in
the IPE spectra.

For structures B and C good improvement is achieved by
consideration of the full matrix elements in the one-step-model
calculations. Especially for structure C it is significant: The
spectral-density calculations predict a k‖-dependent sign of
the spin polarization [Fig. 3(g)], whereas our experiment and
the one-step model [Fig. 5(b)] show a k‖-independent sign.
This emphasizes the need for including both initial and final
states for a proper description of the experimental results.

VI. SUMMARY

We studied the spin-dependent electronic structure of
Bi2Se3 above the Fermi level, both with spin- and angle-

resolved inverse photoemission and with band structure
calculations. From the theoretical point of view, we found
out that aspherical potential components have to be included
in band-structure calculations on complex materials, such as
Bi2Se3, in order to correctly describe the band dispersion at
higher energies above EF. Experimentally, the measured spin
information fits in some cases the intrinsic spin polarization
of the respective band, but in other cases the full excitation
process has to be considered, i.e., initial state and experimental
parameters that enter the matrix element. Spin- and angle-
resolved IPE together with state-of-the-art band-structure
calculations in combination with a full description of the
excitation process within the one-step model enabled us to
unravel the spin texture of the unoccupied bands at the surface
of Bi2Se3.
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Touré, and G. Kra, Inorg. Chem. 38, 2131 (1999).
[54] R. S. Mulliken, J. Chem. Phys. 23, 1833 (1955).
[55] J. Braun, Rep. Prog. Phys. 59, 1267 (1996).
[56] S. V. Halilov, E. Tamura, D. Meinert, H. Gollisch, and R. Feder,

J. Phys.: Condens. Matter 5, 3859 (1993).
[57] J. Braun, K. Miyamoto, A. Kimura, T. Okuda, M. Donath, H.

Ebert, and J. Minár, New J. Phys. 16, 015005 (2014).
[58] G. Malmström and J. Rundgren, Comput. Phys. Commun. 19,

263 (1980).
[59] A. Nuber, J. Braun, F. Forster, J. Minár, F. Reinert, and H. Ebert,

Phys. Rev. B 83, 165401 (2011).
[60] J. B. Pendry, Low Energy Electron Diffraction (Academic,

London, 1974).
[61] G. Borstel, Appl. Phys. A 38, 193 (1985).
[62] G. Hilgers, M. Potthoff, N. Müller, U. Heinzmann, L.

Haunert, J. Braun, and G. Borstel, Phys. Rev. B 52, 14859
(1995).

[63] O. V. Yazyev, J. E. Moore, and S. G. Louie, Phys. Rev. Lett.
105, 266806 (2010).

[64] Y. Zhao, Y. Hu, L. Liu, Y. Zhu, and H. Guo, Nano Lett. 11, 2088
(2011).

115401-8

https://doi.org/10.1103/PhysRevLett.109.097601
https://doi.org/10.1103/PhysRevLett.109.097601
https://doi.org/10.1103/PhysRevLett.109.097601
https://doi.org/10.1103/PhysRevLett.109.097601
https://doi.org/10.1038/nphys2572
https://doi.org/10.1038/nphys2572
https://doi.org/10.1038/nphys2572
https://doi.org/10.1038/nphys2572
https://doi.org/10.1103/PhysRevB.94.165162
https://doi.org/10.1103/PhysRevB.94.165162
https://doi.org/10.1103/PhysRevB.94.165162
https://doi.org/10.1103/PhysRevB.94.165162
https://doi.org/10.1103/PhysRevB.93.245150
https://doi.org/10.1103/PhysRevB.93.245150
https://doi.org/10.1103/PhysRevB.93.245150
https://doi.org/10.1103/PhysRevB.93.245150
https://doi.org/10.1088/0953-8984/11/48/306
https://doi.org/10.1088/0953-8984/11/48/306
https://doi.org/10.1088/0953-8984/11/48/306
https://doi.org/10.1088/0953-8984/11/48/306
https://doi.org/10.1063/1.1140054
https://doi.org/10.1063/1.1140054
https://doi.org/10.1063/1.1140054
https://doi.org/10.1063/1.1140054
https://doi.org/10.1063/1.4906508
https://doi.org/10.1063/1.4906508
https://doi.org/10.1063/1.4906508
https://doi.org/10.1063/1.4906508
https://doi.org/10.1063/1.4923090
https://doi.org/10.1063/1.4923090
https://doi.org/10.1063/1.4923090
https://doi.org/10.1007/BF00615018
https://doi.org/10.1007/BF00615018
https://doi.org/10.1007/BF00615018
https://doi.org/10.1007/BF00615018
https://doi.org/10.1038/ncomms1131
https://doi.org/10.1038/ncomms1131
https://doi.org/10.1038/ncomms1131
https://doi.org/10.1038/ncomms1131
https://doi.org/10.1088/0268-1242/27/12/124001
https://doi.org/10.1088/0268-1242/27/12/124001
https://doi.org/10.1088/0268-1242/27/12/124001
https://doi.org/10.1088/0268-1242/27/12/124001
https://doi.org/10.1103/PhysRevLett.107.177602
https://doi.org/10.1103/PhysRevLett.107.177602
https://doi.org/10.1103/PhysRevLett.107.177602
https://doi.org/10.1103/PhysRevLett.107.177602
https://doi.org/10.1038/ncomms2162
https://doi.org/10.1038/ncomms2162
https://doi.org/10.1038/ncomms2162
https://doi.org/10.1038/ncomms2162
https://doi.org/10.1073/pnas.1115555109
https://doi.org/10.1073/pnas.1115555109
https://doi.org/10.1073/pnas.1115555109
https://doi.org/10.1073/pnas.1115555109
https://doi.org/10.1103/PhysRevB.91.035313
https://doi.org/10.1103/PhysRevB.91.035313
https://doi.org/10.1103/PhysRevB.91.035313
https://doi.org/10.1103/PhysRevB.91.035313
https://doi.org/10.1103/PhysRevLett.110.156101
https://doi.org/10.1103/PhysRevLett.110.156101
https://doi.org/10.1103/PhysRevLett.110.156101
https://doi.org/10.1103/PhysRevLett.110.156101
https://doi.org/10.1103/PhysRevLett.107.096802
https://doi.org/10.1103/PhysRevLett.107.096802
https://doi.org/10.1103/PhysRevLett.107.096802
https://doi.org/10.1103/PhysRevLett.107.096802
https://doi.org/10.1088/1367-2630/15/11/113031
https://doi.org/10.1088/1367-2630/15/11/113031
https://doi.org/10.1088/1367-2630/15/11/113031
https://doi.org/10.1088/1367-2630/15/11/113031
https://doi.org/10.1103/PhysRevLett.113.116802
https://doi.org/10.1103/PhysRevLett.113.116802
https://doi.org/10.1103/PhysRevLett.113.116802
https://doi.org/10.1103/PhysRevLett.113.116802
https://doi.org/10.1103/PhysRevLett.108.117601
https://doi.org/10.1103/PhysRevLett.108.117601
https://doi.org/10.1103/PhysRevLett.108.117601
https://doi.org/10.1103/PhysRevLett.108.117601
https://doi.org/10.1103/PhysRevB.88.041404
https://doi.org/10.1103/PhysRevB.88.041404
https://doi.org/10.1103/PhysRevB.88.041404
https://doi.org/10.1103/PhysRevB.88.041404
https://doi.org/10.1103/PhysRevB.82.201412
https://doi.org/10.1103/PhysRevB.82.201412
https://doi.org/10.1103/PhysRevB.82.201412
https://doi.org/10.1103/PhysRevB.82.201412
https://doi.org/10.1016/S0368-2048(98)00335-1
https://doi.org/10.1016/S0368-2048(98)00335-1
https://doi.org/10.1016/S0368-2048(98)00335-1
https://doi.org/10.1016/S0368-2048(98)00335-1
https://doi.org/10.1103/PhysRevB.92.201404
https://doi.org/10.1103/PhysRevB.92.201404
https://doi.org/10.1103/PhysRevB.92.201404
https://doi.org/10.1103/PhysRevB.92.201404
https://doi.org/10.1103/PhysRevLett.48.1425
https://doi.org/10.1103/PhysRevLett.48.1425
https://doi.org/10.1103/PhysRevLett.48.1425
https://doi.org/10.1103/PhysRevLett.48.1425
https://doi.org/10.1103/PhysRevB.84.195316
https://doi.org/10.1103/PhysRevB.84.195316
https://doi.org/10.1103/PhysRevB.84.195316
https://doi.org/10.1103/PhysRevB.84.195316
https://doi.org/10.1103/PhysRevLett.112.057601
https://doi.org/10.1103/PhysRevLett.112.057601
https://doi.org/10.1103/PhysRevLett.112.057601
https://doi.org/10.1103/PhysRevLett.112.057601
https://doi.org/10.1139/p80-159
https://doi.org/10.1139/p80-159
https://doi.org/10.1139/p80-159
https://doi.org/10.1139/p80-159
https://doi.org/10.1088/0034-4885/74/9/096501
https://doi.org/10.1088/0034-4885/74/9/096501
https://doi.org/10.1088/0034-4885/74/9/096501
https://doi.org/10.1088/0034-4885/74/9/096501
https://doi.org/10.1021/ic9812858
https://doi.org/10.1021/ic9812858
https://doi.org/10.1021/ic9812858
https://doi.org/10.1021/ic9812858
https://doi.org/10.1063/1.1740588
https://doi.org/10.1063/1.1740588
https://doi.org/10.1063/1.1740588
https://doi.org/10.1063/1.1740588
https://doi.org/10.1088/0034-4885/59/10/002
https://doi.org/10.1088/0034-4885/59/10/002
https://doi.org/10.1088/0034-4885/59/10/002
https://doi.org/10.1088/0034-4885/59/10/002
https://doi.org/10.1088/0953-8984/5/23/013
https://doi.org/10.1088/0953-8984/5/23/013
https://doi.org/10.1088/0953-8984/5/23/013
https://doi.org/10.1088/0953-8984/5/23/013
https://doi.org/10.1088/1367-2630/16/1/015005
https://doi.org/10.1088/1367-2630/16/1/015005
https://doi.org/10.1088/1367-2630/16/1/015005
https://doi.org/10.1088/1367-2630/16/1/015005
https://doi.org/10.1016/0010-4655(80)90053-3
https://doi.org/10.1016/0010-4655(80)90053-3
https://doi.org/10.1016/0010-4655(80)90053-3
https://doi.org/10.1016/0010-4655(80)90053-3
https://doi.org/10.1103/PhysRevB.83.165401
https://doi.org/10.1103/PhysRevB.83.165401
https://doi.org/10.1103/PhysRevB.83.165401
https://doi.org/10.1103/PhysRevB.83.165401
https://doi.org/10.1007/BF00616497
https://doi.org/10.1007/BF00616497
https://doi.org/10.1007/BF00616497
https://doi.org/10.1007/BF00616497
https://doi.org/10.1103/PhysRevB.52.14859
https://doi.org/10.1103/PhysRevB.52.14859
https://doi.org/10.1103/PhysRevB.52.14859
https://doi.org/10.1103/PhysRevB.52.14859
https://doi.org/10.1103/PhysRevLett.105.266806
https://doi.org/10.1103/PhysRevLett.105.266806
https://doi.org/10.1103/PhysRevLett.105.266806
https://doi.org/10.1103/PhysRevLett.105.266806
https://doi.org/10.1021/nl200584f
https://doi.org/10.1021/nl200584f
https://doi.org/10.1021/nl200584f
https://doi.org/10.1021/nl200584f



