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ABSTRACT
In this paper approaches to the evaluation of Software Visualization for Parallel Computing are considered on the
examples of representation of call graphs and execution traces of parallel programs. The concept of visualization
metaphor is described. The visualization metaphors using to depict call graphs and execution traces are surveyed.
The validity of visualization techniques is considered on basis of analysis of metaphor properties, Shneiderman’s
scheme and other approaches to the evaluation of metaphors and views.
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1 INTRODUCTION

Software Visualization (SV) systems were actively de-
veloped as late as the 80th and the 90th years of the
XX century. Much part of these systems is visual sys-
tems for performance tuning and program debugging
in the field of parallel computing. But later it can be
observed a certain recession in this domain. The rea-
sons of the recession are connected with a number of
problems in particular connected with perception, anal-
ysis, and interpretation of images depicted huge vol-
umes of data. At the very beginning of Software Visual-
ization evolution, when volumes of data were compar-
atively inconsiderable, designers used standard "Nodes
and Arcs" approaches. However, as early as the 80s
more sophisticated views were used. These views were
based on one or another metaphors or they were built
on the basis of the figurativeness of applications under
consideration. In some cases Software Visualization
systems were provided with tools of design and draw-
ing so that their users-programmers themselves can de-
velop views for their needs. Ideas of performance tun-
ing are based on the representation of statistics of par-
allel program executions. For these purposes statistical
graphics, first of all, Gantt charts and Kiviat diagrams
and their modifications are used. Note that complex
views using various modifications of statistical charts
to this day are the main most in the "industrial" systems
of performance tuning and performance debugging [1],
despite the obvious limitations when dealing with real
high-performance programs. It appears that in the 90th
the designers of visual debugging systems focused on
the problems of capture of data in the frameworks (and
under restrictions) of the then existing parallel comput-
ers. However, other problems exist, for example, the

problems associated with visualization – how to choose
and how to show entities of parallel programs, as well
as to analyze and interpret them. In the case of parallel
computation, the very definition of the program entities
associated with its "erroneous" states is the tricky prob-
lem. The set and the essence of the analyzed software
objects strongly depend on used parallel programming
paradigm. In the case of performance tuning there is
also a lot of problems, because the entities appropri-
ated for analysis are hard to choose. Further in 2000th
and 2010th years visualization metaphors were actively
used. However use of interesting metaphors was not al-
ways clear as users often need the simple picture repre-
sentation which could be accurately interpreted. In this
regard, the important issue is the choice and the eval-
uation of visualization techniques, the analysis of their
applicability to those or other cases. Designers need
to evaluate visualization techniques basing both on the
qualitative analysis and some formalization. There are
various parallel program entities that are subjects of
study, analysis and visualization. But in this paper, only
the program execution traces and call graphs are consid-
ered, although they are not the only software analysis
techniques.

2 VISUALIZATION OF EXECUTION
TRACES AND CALL GRAPHS

From the beginning of the development of Software Vi-
sualization the question of how to graphically repre-
sent program entities came up. System designers re-
lied on the standard ("paper") approaches to software
visualization (for example control-flow diagrams, etc.)
or shifted the task to users-programmers, providing a
graphical toolkit. There are serious problems of scal-
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ing the views based on one or the other diagram and
charts. The next step in Software Visualization may be
associated with metaphor using. But using the original
metaphor was not always justified because of the need
of simple but clearly interpretable presentation meth-
ods. "Graph-based" metaphors have significant limi-
tations in this regard also. Execution traces and call
graphs are used in one form or another by many de-
bugging systems to describe the dynamics of the pro-
grams. Execution traces (also the term "Event Traces"
is used) map the dynamics of the certain program ex-
ecutions. Visualization and "replaying" of execution
traces are an important element of debugging systems.
The visual presentations of the call graph are widely
used in the systems parallel program performance tun-
ing systems. In debugging systems realized in the 80s-
90s of XX century methods based on charts or dia-
grams were used. Accordingly, traces are visualized in
the form of dynamic "jumping" on the diagrams/charts.
There was also the use of "passage" (or "running") on
the text of a program highlighting the current position.
In the case of high-performance computing, such visu-
alization techniques are hardly suitable. Call Graphs
also were represented as very complex and convoluted
schemes. Now visualization metaphors were actively
used. The metaphor essence consists in interpretation
and experience the phenomena of one sort in terms
of the phenomena of other sort. Metaphorization is
based on interaction structures of source and target do-
mains. During process of metaphorization some ob-
jects of target domain are structured on an example
of objects of target domain and there is a metaphori-
cal mapping (projection) of one domain onto another.
That is the metaphor can be understood as a map from
source domain onto target domain, and this map is
strongly structured. There are many interesting exam-
ples of metaphor using for visualization of execution
traces call graphs in parallel programs. For example
such metaphors are used as Building metaphor [2], City
and Landscape metaphors [3, 4], Dynamic Systems
metaphor, [5], Molecule metaphor [2] metaphor. Also
less customary metaphors for example Brain Metaphor
[6] and Circular Bundle metaphor [7, 8] were sug-
gested.

Views are designed on the basis of the metaphors. A
view includes a description of possible visualization ob-
jects, their relative positions on the screen, as well as
the possible interaction with them. The consideration
of specific tasks of debugging and analysis is needed
during the phase of the view development. Views are
designed on the basis of the metaphors. A view includes
a description of possible visualization objects, their rel-
ative positions on the screen, as well as the possible in-
teraction with them. The consideration of specific tasks
of debugging and analysis is needed during the phase
of the view development.

3 PROPERTIES OF VISUALIZATION
METAPHORS

The success or failure of debugging and performance
tuning systems depends on many factors. Of course,
the important factors are the comprehension of corre-
spondence to system specifications and the system re-
liability. However at the design stage, an important
task is the choice of methods of visual representation
of objects and entities to be considered during debug-
ging. One approach to the evaluation of visualization
involves the examination of properties of visualization
metaphors. We analyze the properties to consider the
possibility of metaphor using for specific applications
of Software Visualization. It is important to under-
stand what objects may be represented with one or an-
other metaphor. We need to analyze the possibility
of the visualization metaphors (more precisely – the
views based on the visualization metaphors) to repre-
sent a large and huge volumes of data and details re-
quired to understanding the program’s operations. The
positive effects of a 3D display and virtual and aug-
mented reality environments are possible in these cases.
Therefore it is important to analyze possible applica-
tions of metaphors in the frameworks of visualization
systems using modern computer graphics environment,
in particular the virtual reality environment. For all
this, we need to describe how to verify the suitabil-
ity of metaphor for solving problems under consider-
ation. Note on such metaphor properties as "ability
to contain any objects inside itself", "restriction of a
perception context", "closeness", "inclusion in struc-
ture", "presence a structure inside", "naturalness of
a metaphor". In the cases of popular in Software Visu-
alization systems City Metaphor and similar Landscape
Metaphor one may consider the following properties as:

Unlimited context. The user context isn’t artificially
limited in City Metaphor and Landscape Metaphor.
When visualization of large volumes of data is needed,
unlimited context allows to have a look-see round the
whole picture and to select the key places quickly.

Naturalness. It is known that naturalness of a metaphor
reduces efforts on the resultant image interpretation. In
the cases of City and Landscape metaphors not only
naturalness of spatial orientation, but naturalness of
navigation takes place also. In case of a city metaphor
the method of navigation is defined by the metaphor it-
self.

Organization of inner structure. Metaphors suggest
the existence of an inner structure. In case of a City
metaphor this structure is dictated by the metaphor it-
self, and it is defined rather rigidly – there are build-
ings, quarters, streets, districts. In Landscape metaphor
a structure choice is nondedicated. In this case one may
say about landscape nesting.
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Key elements. Metaphors suggest a representation
of large volume of information, and in most cases
this information is rather homogeneous in visual
sense. Users need the key elements to interpret this
information. If we want to use a metaphor to reveal
specific features and/or exceptions (for example bugs
in programs), these elements have to be depicted by
easy distinguished image-keys. One may design some
key elements in frameworks of City or Landscape
metaphors. In these cases some forms of guidance
signs or markers may be used as key elements.

Resistance to scaling. These metaphors are stable in
the case of increase in information volumes. Moreover,
applications of City and Landscape metaphors are rea-
sonable only in the cases of large information volumes.

In the cases of City and Industrial Landscape metaphor
transport corridors help to design software visualiza-
tion systems. Transport corridors may be used as means
to represent control flows, data flows, and other rela-
tions between program constructions or parts of pro-
gram complex.

Note that unlike in the case of Landscape metaphor, the
choice of City metaphor strongly limits the set of pos-
sible views.

Thus City and Landscape metaphors may form base to
represent considerable volumes of the structured infor-
mation with identifications of specific interest cases that
is necessary in the systems for performance tuning and
program debugging for parallel computing.

Additionally possibility to fly over a city/landscape
creates prerequisites to easy navigation. Flight with
changes of height allows to carry out scaling and
zooming. Interpretation of the graphical displays based
on these metaphors seems to be simple.

4 VIEW EVALUATIONS
A number of papers are devoted to evaluation of
views used in Computer Visualization Most of these
researches are linked with Information Visualization.
The paper [9] contains the outline of visualization
analysis based on Visual Information-Seeking Mantra
(so called Shneiderman’s Mantra). B. Shneiderman
presents seven high level user needs that an infor-
mation visualization application should support [10].
In [11] these needs were refined to evaluate views
of three-dimensional information visualization. Let’s
cite the outline of visualization analysis following
[9]: Overview; Zoom; Filter; Details-on-demand;
Relate; History; Extract.
It is supposed that if the system supports this set of
operations, it may be used for Information and Soft-
ware Visualization. In [7, 8] the criterion based on
an expanded Schneiderman’s mantra is applied to the
analysis of visualization of execution traces constructed

on the basis of two synchronized views 1) a circular
bundle view for displaying the structural elements and
bundling their call relationships, and 2) a massive se-
quence view that provides an interactive overview. The
summary table of how the two synchronized views sat-
isfy each of these seven criteria is provided. In general
these views correspond to the chosen criterion.

Let’s analyze now from a perspective "Shneiderman’s
Mantra" the possibilities of visualizations based on City
and Landscape metaphors.

Overview task may be realized by the flight over the
city or landscape. Zoom task is implemented easily by
lowering or lifting during the flight. The idea of the
realization Filter task may be borrowed from cartogra-
phy (and Information Visualization based on cartogra-
phy techniques). There is the method of filtration on
maps presented geographical data – to eliminate some
types of information from the overall picture as for ex-
ample human settlements may be eliminated from the
map presented ground reliefs. The analogy of cartog-
raphy shows that Landscape metaphor is preferred then
City metaphor in the case of Filter task. Details-on-
demand task, as well as Relate task may be imple-
mented within the framework of the extended Room-
Building-City metaphor by means "passing" down the
street and "inputs" inside buildings and rooms. History
and Extract tasks may realized naturally in frameworks
of City and Landscape metaphors.

Schneiderman’s scheme may be applied to evaluate
Software Visualization in cases when corresponding
systems are destined to be analyzed large volumes of
abstract data similar to Information Visualization sys-
tems. In other cases these scheme is not applicable.
Schneiderman’s criterion is based on check of neces-
sary, but not ampleness conditions of quality of Infor-
mation Visualization. The use of the Schneiderman’s
scheme presupposes the existence of large structured
data volumes. But in this case the resulted visualization
has to be a manageable size. More importantly it is as-
sumed that the user either knows what she/he searches
or at least she/he is able to recognize it. In the case of
"circular bundle" the new complicated abstract visual-
ization technique (based on the new metaphor) is used.
The user should always correlate the images with non-
obvious representations of interesting data.

Similarly the visualization techniques based on using
different charts and diagrams in many cases generate
abstract and nontrivial representations. In the case of
high-performance computing the methods of visualiza-
tion for execution traces may be ineffective, due to
the complexity of both the analysis of codes execu-
tion, and large data volumes. Such considerations can
be applied for many new abstract methods (visualiza-
tion metaphors) for complex data representation. The
views using modification of statistical diagrams and
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charts scale insufficiently. They can’t map the execu-
tion of hundreds and thousands of parallel processes.
Also let’s state a remark about "natural" metaphors us-
ing. Interpretation of graphical displays implemented
in the framework of the "natural" metaphors, for ex-
ample, interesting "animation" Brain metaphor, often is
not obvious. The naturalness of imagery in the cases of
City and Landscape metaphors can sometimes distract
users. Also, there are problems of perception and in-
terpretation of large and huge data volumes. For exam-
ple, the the flickering and blinking animation displays
observation may be unusual and unpleasant. Users of
systems based on virtual reality can have discomfort in
the form of dizziness and so forth. There is the problem
of selecting the objects to be visualized in the debug-
ging process. In the case of parallel computation the
definition of program objects associated with its "bug"
states is a difficult task. Set and the essence of the an-
alyzed program objects differ markedly in the various
paradigms of parallelism. The execution trace is only
one of possible entities subjected to analysis and, as a
consequence, to visualization. In the case of perfor-
mance tuning there is also no clarity with selection of
entities which can help to improve performance.

5 CONCLUSION
In this paper approaches to the evaluation of Software
Visualization for Parallel Computing are considered on
the examples of execution traces and call graphs of par-
allel programs. The validity of visualization techniques
was evaluated on basis of Shneiderman’s scheme. Ad-
ditionally cognitive approaches to the analysis of visu-
alization and to the evaluation of the implementation
efforts were considered. In the pre-design analysis the
consideration of whole range of evaluations is neces-
sary. Contradictions between representation opportuni-
ties and visualization perception, analysis and interpre-
tation abilities of the users exist. Interesting metaphors
can give pictures difficult to interpret or demand big ef-
forts when developing. Scaling problem remains un-
solved for many techniques of Software Visualization
for Parallel Computing. This problem is related to fun-
damental limitations on placing "big pictures" on the
screen, and the user perception and interpretation of
"big data" generated by debugging and performance
tuning systems.
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