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ABSTRACT 
One of the most important tasks in modern world is to find solutions to problems of processing and analyzing 
multidimensional data. In this paper we present an approach for cluster analysis of multidimensional geometric 
data. Some definitions and extensions of classical cluster analysis problem is given. Our approach is based on the 
visualization method. Suggested approach allows us to analyze multidimensional data and distances in 
multidimensional Euclidean space using three-dimensional spatial scenes and shows an easy way for cluster 
analysis and anomaly discovery. An example of solving the problem of analysis of financial multidimensional 
data of credit organizations is also presented. 
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1. INTRODUCTION 
One of the most important tasks in modern world is 
to find solutions to problems of processing and 
analyzing multidimensional data. Different methods 
and procedures, both automatic and interactive, have 
been developed to solve such problems. Visual 
methods take a special place among the data analysis 
problem solving methods. 
However, a careful study of publication focused on 
the description of specific applications that use visual 
methods, allows us to state that in reality, interactive 
multidimensional data analysis systems often have a 
lower value than systems displaying results gotten 
using data analysis methods. As an example we can 
use situational alerts system AdAware [1], system of 
visual analysis system that is used to solve problems 
in aircraft manufacturing [2], system of visual 
analysis of text data VxInsight, software package 
SAS Visual Analytics [3], created to process and 
analyze large volumes of financial and economic 
data. All above mentioned systems are industrial and 
commercial products; they provide users with a great 
number of interfaces and data visualization 
capabilities. However, while all of these systems, in 
fact, are set to process multidimensional data 
internally and present results in the form that is 
convenient for the user, they don’t give him an 

option to work directly with data clouds using 
multivariate visual display of the data. 
As practice shows methods of parallel coordinates 
[4], Chernoff faces [5], Andrews plots [6] and other 
mnemonic graphic images are widely used for such 
visual representation for multidimensional data. Such 
images have a set of settings corresponding to the 

coordinates of multidimensional point. And, by 
comparing that images, one can cluster the initial 
data. For more info about such methods see works 
[4-6]. These methods do not allow the user to use any 
kind of metrics to understand the difference between 
objects. That is a crucial point, if the analyst has to 
answer the question “why does this objects are 
similar?” 
This article discusses an original algorithm that we 
developed to solve problems of multi-dimensional 
geometric data analysis. Justified choice of the 
method used preceded by the development of the 
algorithm and based on the algorithm we created an 
interactive software package for visual analysis of 
multidimensional data. This method and algorithm 
are different from others since they provide the user 
with the ability to work directly with the original 
multidimensional data - there is no initial numeric 
processing of the original multidimensional data, and 
that allows analyst to manipulate directly with input 
data and visually analyze the results. 
 

2. STATEMENTS OF THE 
GEOMETRIC DATA ANALYSIS 
PROBLEM 
In this article, a geometric data refers to a set of 
points (𝑥1, 𝑥2, … , 𝑥𝑛) of Euclidean space 𝐸𝑛 with 
predetermined metric tensor 𝜌(𝑥, 𝑦), which may be 
prepared by geometrization of any domain data. The 
task of geometry data analysis is understood as a 
problem of extended cluster analysis, as well as the 
imposition of additional statements on the mutual 
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positions of the points in multidimensional 
geometrical space.  
 

2.1. The classical problem of cluster 
analysis 
The problem of cluster analysis is one of the classical 
problems of data analysis. Setup of goals of cluster 
analysis includes the following: 
Given: set of points 𝐺 = {x1, 𝑥2 … 𝑥𝑚}, where 𝑥𝑖 =
(𝑥𝑖

1, 𝑥𝑖
2, … , 𝑥𝑖

𝑛) 
Required: divide subset 𝐺𝑖 from 𝐺, in a way that: 

1) 𝐺𝑖 ∩ 𝐺𝑗 = ∅, ∀𝐼, 𝑗, 𝑖 ≠ 𝑗 
2) ∪ 𝐺𝑖 = 𝐺 

In the classical statement of the cluster analysis 
problem, subset 𝐺𝑖 is called cluster and must satisfy 
the following conditions (with certain function for 
calculating the distance 𝜌(𝑥, 𝑦) and maximum intra-
cluster distance 𝑑): 

1) ∀𝑥, 𝑦 ∈ 𝐺𝑖 , 𝜌(𝑥, 𝑦) ≤ 𝑑 
2) ∀𝑥 ∈ 𝐺𝑖 , ∀𝑦 ∈ 𝐺, 𝑦 ∉ 𝐺𝑖 , 𝜌(𝑥, 𝑦) > 𝑑W 

 

2.2. Extended problem of cluster analysis 
Depending on the distance 𝜌(𝑥, 𝑦) between the 
points and the parameter 𝑑, that may be changed 
during the analysis process, it is possible to visually 
distinguish the following subset of multidimensional 
points: 
1. Cluster — classical cluster. 
2. Remote (anomalous) point — a point 𝑥𝑖 is 

remote, if ∀𝑦 ∈ 𝐺, 𝜌(𝑥𝑖 , 𝑦) > 𝑑. We may say, 
that distant point — is a cluster of the size of 
one. However, these points may be of particular 
interest for the analyst. 

3. Bunch —  a subset of points with most distances 
between points not exceeding the preset d value. 

4. Quasi-remote point — a point that is not remote, 
but at the same time is not included in a bunch or 
a cluster at the given grouping. 

Note, that the analyst selects bunches and quasi-
remote points during the process of solving the 
above-mentioned problem of the analysis. These 
concepts are useful for the analyst in the process of 
solving the problem of geometric data analysis. 
Allocation of bunches and quasi-remote points 
allows the analyst to focus on these objects during 
the process of changing the parameter d. Therefore, if 
there is an allocated quasi-remote point, it is 
necessary to gradually change the value of d, to find 
out the conditions under which a point would become 
anomalous. Similarly, when allocating bunches, it is 
necessary to change 𝑑 to try to obtain a cluster.  
 

2.3. The statements of the relative 
positions 
In the process of solving the problem, statements of 
the following types are made: 

 Point 𝑥𝑖 belongs to subset 𝐺𝑗 when 𝑑 = 𝑑𝑘  
 Subset 𝐺𝑗 is a cluster 
 Subset  𝐺𝑗 is a bunch 
 Point 𝑥𝑖 is an anomalous point 
 Point 𝑥𝑖 is a quasi-remote point.  

As a result, in this publication we are solving the 
problem of partitioning of the original 
multidimensional geometric data into subsets, such as 
clusters and remote points, as well as the allocation 
of bunches and quasi-remote points supporting the 
problem solving process when the analyst changes 
maximum intra-cluster distance d. 
 
3. THE PROPOSED METHOD 
To solve this problem, it is proposed to use the 
visualization method. Theoretical aspects of the 
solution for data analysis problems with this method 
using the scientific data as an example are given in 
[7]. The essence of the visualization method is to 
divide the original problem into two consecutively 
solved sub problems. First problem, solved by a 
computer, is to obtain a representation of the 
analyzed data in a graphical display (the problem of 
data visualization). Second one, is to analyze the 
graphic image and interpret the results of the analysis 
against the original data. This problem is solved 
directly by man.  
It is emphasized, that in this method the visual 
analysis of a graphical representation of the analyzed 
data is to qualitative analysis of the spatial scene that 
within this method is corresponding to the analyzed 
data. I.e. used graphics are means to naturally and 
comfortably for the analyst to visually analyze the 
spatial scene, followed by the interpretation of the 
results correlated to the original data. An algorithm 
for solving the first problem involves the following 
steps: 
1. Sourcing — receiving original data for 

visualization pipeline. 
2. Filtering — pre-processing the original data. 

During that step an interpolation of missing data, 
data decimation and data smoothing can be 
applied. In general, this step may be absent. 

3. Mapping — on this step, the filtered data is 
mapped to spatial scene. This step is one of the 
most important and time-consuming in the first 
task. 

4. Rendering — obtaining the resulting graphics of 
spatial scenes. 

The second objective is to analyze the resulting 
graphics that is visual analysis of spatial scenes. This 
step cannot be strictly formalized, its effectiveness 
depends on the experience of the person performing 
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the visual analysis and his tendency for spatially-
shaped thinking. Looking at the resulting image, a 
person can solve 3 main objectives: analysis of the 
shape of spatial objects, analysis of their mutual 
disposition and analysis of graphic attributes of 
spatial objects. The results of the solutions of these 
three problems, as indicated above, are interpreted 
with respect to the original data. 
In the analysis of the graphics, the user can either be 
satisfied with the conclusions, or it may come back to 
one of the stages of the first task to set other values 
of the visualization pipeline parameters. Therefore, 
the process of solving the analysis’ problem using the 

visualization method is iterative and interactive. The 
general scheme of analysis’ problem solving is 

shown in figure 1. 
 
3.1. Description of the basic idea of the 
algorithm 
Under this method, we proposed an original 
algorithm for solving the problem of visualization. 
The basic idea is that in the original n-dimensional 
space 𝐸𝑛 an additional construction is undertaken. If 
the distance between two n-dimensional points 𝑥𝑖 , 𝑥𝑗  
is not more than pre-assigned 𝑑 (𝜌(𝑥𝑖 , 𝑥𝑗) ≤ 𝑑), line 
segment is drawn between two points in the original 
space. Accordingly, the original analyzed data 
appeared to be 𝑚 multidimensional points and some 
multidimensional line segments (depending on 𝑑). 
Then projection of the original space on the selected 
by the analyst 3-dimensional space 𝑋𝑖 , 𝑋𝑗 , 𝑋𝑘 is 
performed. Next, a spatial scene is constructed using 
the following rules: 
 points correspond to spheres with preassigned 

radius; 
 line segments correspond to cylinders with 

preassigned radius. 
The color of the spheres is set to be the same, and the 
color of the cylinders depends on the distance in the 
original space. The smaller the distance, the redder 
the cylinder between the spheres. When setting up 

the color of the cylinder in the RGB palette, the color 
will be set as follows: 

𝑅𝐺𝐵 = [255, 0, 0] + [−255, 150, 255] ∗
𝜌(𝑥, 𝑦)

𝑑
 

Setting various colors to cylinders allows making 
statements about the distance in the original n-
dimensional space while visual analysis is performed 
in the 3 dimensional spatial scene.  
In case of several n-dimensional points are projected 
into one 3-dimensional point, we should move for a 
bit one of the 3-dimensional point in a such way, that 
the points are not overlaying anymore. Due to the 
fact that described algorithm assumes analysis of the 
distance between n-dimensional points, such 
transformation does not violate the process of visual 
analysis of the spatial scene and the analysis of the 
initial data as a whole. So, even in that case, that 
algorithm is valid. 
 
3.2. Detailed description of the algorithm 
The algorithm of solving the geometric data analysis 
problem is represented by the following steps: 
1.  Input of initial data. 
2. Choosing the distance formula. 
3. Setting the maximum intra-cluster distance d, 

calculating distance between every couple of 
points in the original n-dimensional space. 

4. Entering visualization parameters (radius of the 
spheres and cylinders, space 𝑋𝑖 , 𝑋𝑗 , 𝑋𝑘 for 
projection). 

5. Projecting objects of the original n-dimensional 
space into chosen in step 4 3-dimensional space. 

6. Creating of spatial scene. 
7. Visualization and analysis of spatial scene. 
8. If not all the necessary information is obtained, it 

is necessary to go back to step 3. 
9. The results of the analysis were then interpreted 

relative to the original multidimensional 
geometric data. 

Therefore, the algorithm of solving the problem is an 
interactive and iterative.  
Now we are estimating the complexity of one cycle 
of the algorithm (steps 3-8). If the number of points 

Figure 1. The general scheme of the visualization method 

ISSN 2464-4617 (print)
ISSN 2464-4625 (CD-ROM)

WSCG 2016 - 24th Conference on Computer Graphics, Visualization and Computer Vision 2016

Short Papers Proceedings 235 ISBN 978-80-86943-58-9



is defined as n, then the number of cylinders will be 
𝑛 ∗

𝑛−1

2
. Thus,  

𝑇(𝑛) = 𝑂 (𝑛 ∗
𝑛 − 1

2
) = 𝑂(𝑛2) 

𝑀(𝑛) = 𝑂 (𝑛 ∗
𝑛 − 1

2
+ 𝑛) = 𝑂(𝑛2) 

where 𝑇(𝑛) shows the dependence of the operating 
time on the volume of the input data (𝑛); 
𝑀(𝑛) shows the dependence of the consumed 
memory vs. the volume of input data (𝑛). 
 
3.3. Implementation in Maxscript and C 
++ (VTK) 
This algorithm has been implemented in two 
different ways. First it was implemented using the 
programming language maxscript (3ds Max 
environment) due to its simplicity and richness of 
conceptual apparatus and therefore high speed 
programming on it. Because of the high complexity 
of the resulting spatial scene and a large number of 
objects on it (with a 90-points in the scene is 
displayed up to 8000 objects), as well as high 
frequency of the redrawing of the spatial scene, 
rendering takes a long time (4-5 minutes), and a 
greater number of original points causes a memory 
overflow. An additional constraint imposed by the 
3ds Max is the complexity to design the user 
interface and simplicity of the tools for its 
implementation.  
Then, given these drawbacks of 3ds Max usage, it 
was decided to move to the C++ programming 
language using VTK 7.0 library for visualization and 
programming environment Visual Studio 2013. The 
program uses a total of 13 user-defined classes and 5 
user-defined types. 
Optimization of calculations, the usage of a compiled 
language instead of interpreted and simpler 
visualization software in the C++ version of the 
software helps streamline the rendering process. 
When we process data contained of 81 points, using 
the software, instead of 4-5 minutes before, it took a 
few seconds now. The amount of RAM required for 
such data in 3ds Max was close to 1GB, while the 
software written in C ++ requires only 70MB. As a 
result, the transition to a new language will allow to 
analyze much larger volumes of data, as well as to 
create user friendly interfaces and tools for 
manipulation of spatial scenes.  

4. EXAMPLE OF USING THE 
SOFTWARE 
The described software tool has been tried to solve 
the problem of data analysis on the activities of credit 
organizations, presented in tabular form. [8] 
 
4.1. Characteristics of the original data 
Original data is multidimensional tabular data 
obtained from the financial statements of 81 credit 
organizations with 9 parameters for the second half 
of 2013 and the first half of 2014. A separate table 
was created for each month.  
The tables have been created as follows: rows 
contain information about credit organizations, and 
columns contain parameters of those organizations. A 
total of 13 months was considered, so there are 13 
tables. A fragment of the original data is shown in 
figure 2. 
We tried to solve the problem of analysis of 
similarity of credit organizations. The goal was to 
highlight anomalous objects at different values of the 
similarity measures. 
It was necessary to allocate credit organization 
diverged from other ones. 
To solve the above problem using the proposed 
method we perform a geometrization of the problem. 
Geometrization allows us to transfer initial data from 
any domain to geometric data. Thus, after the 
geometrization, we can use described algorithm for 
any kind of data. 
Geometrization will be performed as follows: 
1. Each credit organization (each row of the table) 

will be assigned to a point of 9-dimensional 
Euclidean space.  

2. credit organizations parameters (columns) will 
be interpreted as coordinates of points in the 9-
dimensional space. 

3. The distance in Euclidean space will be 
interpreted as a measure of the difference 
between credit organization. In this problem we 
use the Euclid distance: 

𝜌(𝑥, 𝑦) = √∑(𝑥𝑖 − 𝑦𝑖)2

9

𝑖=1

2

 

 
4.2. Analysis 
The algorithm of usage of the software requires to set 
a large value of the maximum intra-cluster distance. 

Figure 2. Fragment of the original data 
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In other words, select a value d, in which all spheres 
are connected by the cylinders.  

 
Figure 3. A graphical projection of the space 

scene, if d=180. 
Figure 3 demonstrates a graphical projection image 
of the space scene, if d=180. As it is seen, all spheres 
are linked to each other and, therefore, respective 
multidimensional points made up a cluster. This 
value of d will be used as the initial value and it has 
to be reduced later on. 

 
Figure 4. A graphical projection of the space 

scene, if d=110 
Figure 4 illustrates a graphical projection image of 
the space scene, if d=110. We marked the sphere that 
has no connections with at that value of d as well as 
the appropriate remote point (ID=2748) by green 

color. Later on the color of the sphere will define the 
point in the multidimensional space fixed by the 
analyst, i.e. a predetermined color will allow us to 
trace any given point. With a further decrease of the 
d, highlighted green point will not change its 
properties, and there is no further need for its 
consideration. A bunch, containing of two white 
spheres, can be highlighted with this value of 
parameter d. Perhaps with further decreasing of the d, 
it will be turned into a cluster or two remote points. 

 
Figure 5. A graphical projection of the space 

scene, if d=100 
Figure 5 represents a projection image of the space 
scene, if d=100. One can see that two spheres have 
been disconnected from others and two 
corresponding multidimensional points (ID=354 and 
1000) formed a cluster. Based on the color of the 
cylinder being close to bright blue, the distance 
between these points is close to d. We will color 
these spheres (and the corresponding 
multidimensional points) in red. 
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Figure 6. A graphical projection of the space 

scene, if d=90 
Figure 6 demonstrates a graphical projection image 
of the space scene, if d=90. The cylindrical linkage 
between them is gone, which means the distance 
between the corresponding points greater than 90. In 
this case, the points turned into remote points. These 
points will not affect the further analysis. 
Therefore, an analyst can choose green and two red 
points as desired remote points or he can continue the 
analysis by implementing further decrease of d and 
finding new remote points according to his 
knowledge of the specifics of the analysis of credit 
organization problem being solved [8]. In other 
words, analyst can conclude that there are three 
remote points. Moreover, in the process of solving 
the problem, with a sequential decreasing of the d, 
analyst may form the following additional 
conclusions: 
1. When 𝑑 ≤ 110, point with ID=2748 is 

anomalous. 
2. When 90 < 𝑑 ≤ 100, points with ID=354 and 

ID=1000 form cluster of size two. 
3. When 𝑑 ≤ 90, point with ID=354 is anomalous. 
4. When 𝑑 ≤ 90, point with ID=1000 is 

anomalous. 
 

5. CONCLUSION 
In this paper we described the original algorithm for 
solving the problem of the analysis of 
multidimensional geometric data. This algorithm, in 
disparity to other algorithms that are using the 
visualization method, offers the user the ability to 
work directly with the original multidimensional data 
using visualized projection of that data in three 
dimensional space. The original numerical 

processing of multidimensional source data is not 
performed; instead, the analyst directly manipulates 
the source data and then performs visual analysis of 
the resulting data. 
This algorithm was implemented using the 
programming language C ++. The resulting software 
tool has been tested on the data on the activities of 
credit organizations. As a further development of the 
system, it is proposed to add a number of tools for 
viewing spatial scene with different values of the 
maximum inter-cluster distances. 
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