
Application of a New Greyscale Descriptor for Recognition
of Erythrocytes Extracted from Digital Microscopic Images

Dariusz Frejlichowski
West Pomeranian University of Technology, Szczecin

Faculty of Computer Science and Information Technology
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ABSTRACT
In the paper an algorithm for description of greyscale objects extracted from images is applied for recognition of
human red blood cells visible on digital microscopic images. This is a part of an approach for automatic (or semi-
automatic) diagnosis of selected diseases based on the deformation of erythrocytes. The disease is concluded by
means of the recognition of types of red blood cells visible on an digital microscopic image, stained using MGG
method and converted into greyscale. The applied algorithm is based on the polar transform of pixels belonging
to an object and a specialized method for constituting the resultant description, where derived coordinates are put
into matrix, in which the row corresponds to the distance from the centre, and the column—to the angle. This
assumption was previously applied only for shape features. The proposed algorithm includes several auxiliary
steps, e.g. median and low-pass filtering in order to pre-process the extracted object in greyscale. The algorithm
is experimentally evaluated and analysed. It is compared with four other greyscale descriptors, namely: Scale-
Invariant Feature Transform, Gabor filter, Polar-Fourier Greyscale Descriptor, and the approach based on polar
transform and projections.
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1 INTRODUCTION
In the paper a new algorithm for greyscale object de-
scription is applied to the problem of recognition of
red blood cells extracted from digital microscopic im-
ages. The identification of particular types of erythro-
cytes is applied for the automatic (or semi-automatic)
diagnosis of some selected diseases. It results from
the fact that deformed erythrocytes cannot properly de-
liver oxygen. Hence, blood circulation is not regulated.
Two exemplary diseases that can be concluded this way
are anaemia and malaria. In both cases the appearance
of cells is changed, what gives the possibility of per-
forming the automatic analysis based on digital micro-
scopic images using computer vision algorithms. In
case of works described in the paper, the digital mi-
croscopic images stained by means of the MGG (May-
Grunwald-Giemsa) method are applied. Considering
the approaches applied for the problem, the template
matching utilizing the greyscale as a feature is used.
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The template matching is a general approach in which
the classes of objects for the identification are repre-
sented by templates stored in the template base. Usually
one or a few templates represent a class. However, both
templates and test objects are not stored in their original
appearance. Instead, they are represented (described)
using particular methods, so-called descriptors. These
descriptors apply some low-level features, e.g. shape,
texture, colour or greyscale. These algorithms are very
popular nowadays, thanks to their fast and easy deriva-
tion [Ver15]. In the paper the greyscale as a feature
is applied. This comes from the conclusion that in
real world, greyscale can bring important and useful in-
formation, sometimes better than in case of other fea-
tures [Fre19]. A new algorithm for greyscale object
representation is used for the problem of red blood cells
identification. It applies the polar transform of pixels
and a method for deriving the description, where ob-
tained new coordinates are put into matrix, in which
the row corresponds to the distance from the centre of
an object, and the column—to the angle. This propo-
sition was taken from an algorithm for shape repre-
sentation [Rau94] and was not used for the greyscale
so far. The applied method includes several additional
steps, e.g. median and low-pass filtering in order to pre-
process the extracted object in greyscale.
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The proposed algorithm is applied in the problem of
red blood cells recognition and the obtained results
are described in this paper. However, in order to
analyse the efficiency of the method, it is compared
experimentally with four other greyscale descriptors:
Scale-Invariant Feature Transform [Low04], Gabor
filter [Kum18], Polar-Fourier Greyscale Descrip-
tor [Fre11], and the approach based on polar transform
and projections [Fre18].
The rest of the paper is organized as follows. The sec-
ond section describes the related works, both by means
of the erythrocytes analysis, and the greyscale applied
as a feature. The third section provides the description
of the algorithm prosed in the paper. The fourth sec-
tion gives the basic information about the algorithms
selected for the comparison with it. The fifth section
presents the results of the experiment, and finally, the
last section concludes the paper and gives some discus-
sion about future plans.

2 RELATED WORKS
The usage of computer vision in the analysis of cells
visible on the digital microscopic blood images is
popular. However, various applications are taken
into account, e.g. counting the cells without their
identification (e.g. [Ven13]), analysis of all visible
objects (e.g. [Ran07]), sometimes more complicated
and hence less efficient. Even when only one type is
taken into consideration, usually leukocytes are anal-
ysed (e.g. [Son02], [Sab04]). However, some progress
in the examination of red blood cells was made—
several algorithms were applied for this purpose so
far, e.g. morphological operators [DiR02], threshold
selection techniques [Ros06], histogram [Dia09],
deformable templates [Bro00], and polar-logarithmic
transform [Lue05]. In [Fre10] three shape descriptors
based on polar transform were investigated, namely
Log-Pol-Fourier, UNL-Fourier and Point Distance His-
togram. Very popular lately Deep Convolutional Neural
Networks were applied to the problem of automatic
identification of malaria infected erythrocytes [Don07].
Usually, for the recognition of red blood cells the
shape is applied as the feature representing an ob-
ject. However, the greyscale is also applicable
(e.g. [Fre11], [Fre18], [Fre19]). This feature is less
popular than other ones. Additionally, the algorithms
are usually utilized for the whole image, yet they can be
applied for the extracted object as well. In this manner,
Scale-Invariant Feature Transform (SIFT) is especially
popular [Low04]. A modification of this method
(so-called extended SIFT) was also proposed [KeY04].
The Speeded Up Robust Features (SURF) approach
is a second popular algorithm designed for this
goal [Bay08]. Similarly, the Scale-Invariant Shape
Features (SISF) were utilized in the problem of detec-
tion based on greyscale [Jur04]. On the other hand,

human detection was also an area of interest, and for
this task the Histograms of Oriented Gradients (HoG)
were applied [Dal05]. The histogram for a scene in
greyscale was also used [Chi11].

Texture analysis can be in some application very
close to the usage of greyscale descriptors. Some
examples of texture descriptors that could be applied
in that way are: Local Binary Pattern with Local Phase
Quantization [Nan16a], connectivity indexes in local
neighbourhoods [Flo16a], Gaussian Markov Random
Fields [Dha14], Gabor features [Kum18], non-uniform
patterns [Nan16b], genetic algorithms [Wan17],
local fractal dimensions [Flo16b], Fisher tensors
with ’bag-of-words’ [Far14], and approach based on
morphology [Apt11].

3 PROPOSED APPROACH
The algorithm described in this paper is based on the
idea given by T. W. Rauber and A. S. Steiger-Garcao
for shape representation [Rau94]. Proposed by them
shape representation, called UNL (named after the Uni-
versidade Nova de Lisboa), was based on the assump-
tion that derived polar coordinates for silhouette points
were put into a matrix, in which the row corresponds to
the distance from centroid, and the column—to the an-
gle. The difference in the resultant representation from
the traditional polar transform for a shape can be easily
noticed—see Figure 1.

In this paper above-mentioned idea is extended to
the greyscale object representation. An example of
a greyscale object and its transformed representation by
means of the proposed approach is given in Figure 2.

The proposed algorithm is similar to the Polar-Fourier
Greyscale Descriptor, proposed in [Fre11]. The differ-

Figure 1: The difference in shape representation for
object (a) between polar transform (b) and UNL-
transform (c).

Figure 2: The result of the transformed greyscale object
by means of the proposed approach proposed: original
object on the left and its transformed representation on
the right.
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ence between the two approaches is explained in Sec-
tion 4.3.

Similarly to the Polar-Fourier Greyscale Descrip-
tor, the proposed algorithm applies some additional
pre-processing steps, improving the obtained represen-
tation, namely: median filtering, low-pass filtering, the
construction of the constant rectangle containing the
object, filling the gaps with the background colour, and
resizing the transformed image to the constant size.

The algorithm for computing the resultant greyscale ob-
ject representation is given in details below.

Step 1. Median filtering of the input sub-image I, with
the kernel size 3.

Step 2. Low-pass filtering, realized through the convo-
lution with mask 3×3 pixels, and normalization pa-
rameter equal to 9.

Step 3. Calculation of the centroid by means of the
moments [Hup95]. Firstly, m00, m10, m01 are de-
rived, and then the centroid O = (xc,yc):

mpq = ∑
x

∑
y

xpyqI(x,y), (1)

xc =
m10

m00
, yc =

m01

m00
. (2)

Step 4. Finding the maximal distances dmaxX , dmaxY for
X- and Y -axis respectively from the boundaries of
I to O.

Step 5. Expanding the image into both directions by
dmaxX−xc and dmaxY −yc and filling in the new parts
using constant greyscale level, e.g. 127.

Step 6. Derivation of new coordinates and insertion in
the image P, in which the row corresponds to the
distance from centroid (ρi), and the column—to the
angle (θi):

ρi =

√
(xi− xc)

2 +(yi− yc)
2,

θi = a tan
(

yi− yc

xi− xc

)
. (3)

Step 7. Resizing P to the constant rectangular size,
n×n, e.g. n = 128.

Step 8. Derivation of 2D Fourier transform:

C(k, l) =
1

HW
|

H

∑
h=1

W

∑
w=1

P(h,w) ·

exp(−i 2π
H (k−1)(h−1)) exp(−i 2π

W (l−1)(w−1)) |, (4)

where:
H,W—height and width of P,
k—sampling rate in vertical direction (k ≥ 1 and
k ≤ H),
l—sampling rate in horizontal direction (l ≥ 1 and
l ≤ W ),
C(k, l)—the coefficient of discrete Fourier transform
in k-th row and l-th column,
P(h,w)—value in the resultant image plane with co-
ordinates h, w.

Step 9. Selection of the spectrum sub-part, e.g. 10×10
size and concatenation into vector V .

4 THE ALGORITHMS APPLIED FOR
THE EXPERIMENTAL COMPARI-
SON

The proposed algorithm, described in the previous sec-
tion, was compared and experimentally investigated
with several other algorithms for greyscale object rep-
resentation. The selection was based on an assump-
tion that a popular method for object localization in
greyscale images and the one popular for texture rep-
resentation should be evaluated. Both are applied in
object description as well. Also, two previous algo-
rithms for greyscale objects representation proposed by
the Author were used. That gave four algorithms that
were compared with the proposition given in the paper.
Their description is given briefly in the following sub-
sections.

4.1 Scale-Invariant Feature Transform
The Scale-Invariant Feature Transform (SIFT) was pro-
posed by D. G. Lowe [Low04], [Low11]. The descrip-
tion obtained using it is invariant to rotation and scaling.
The algorithm is very popular as a method for feature
detection. However, it can be easily applied as a repre-
sentation of an object in greyscale. Therefore, in works
described in this paper it is utilized that way. Moreover,
some approaches were proposed in order to speed-up
the derivation of the representation [Hey07].

4.2 The Gabor descriptor
The Gabor filter is mainly used as a texture descrip-
tor [Zha09]. However, its practical usefulness in repre-
senting the grey levels lead to its applicability also in a
form of a greyscale descriptor. Similarly to the previ-
ously mentioned algorithm, the Gabor filter is applied
in the experiments described in the following section.

4.3 The Polar-Fourier Greyscale Descrip-
tor

The Polar-Fourier Greyscale Descriptor was proposed
in [Fre11] and is in fact a source for the descriptor ap-
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plied in this paper. Hence, it is very similar to the al-
gorithm described in the previous section. The signifi-
cant difference occurs in Step 6. In the original Polar-
Fourier Greyscale Descriptor simple polar transform is
applied. The proposed in this paper approach is sim-
ilarly to the UNL-transform more sophisticated, what
was explained in the introductory part of Section 3.

4.4 The Descriptor based on Polar Trans-
form and Vertical and Horizontal Pro-
jections

The approach applying the polar transform and pro-
jections has similar initial stages as the Polar-Fourier
Greyscale Descriptor, however the rest is different,
since instead of Fourier transform the vertical and hor-
izontal projections are applied. The whole descriptor is
given as follows [Fre18]:

Step 1. Median filtering of the input image I, with the
kernel size 3.

Step 2. Low-pass filtering, realized through the convo-
lution with mask 3×3 pixels, and normalization pa-
rameter equal to 9.

Step 3. Calculation of the centroid by means of the
moments [Hup95]. Firstly m00, m10, m01 are de-
rived, and later the centroid O = (xc,yc):

mpq = ∑
x

∑
y

xpyqI(x,y), (5)

xc =
m10

m00
, yc =

m01

m00
. (6)

Step 4. Transforming I into polar coordinates (resul-
tant image is denoted as P), by means of the formu-
las:

ρi =

√
(xi− xc)

2 +(yi− yc)
2,

θi = a tan
(

yi− yc

xi− xc

)
. (7)

Step 5. Resizing P to the constant rectangular size,
n×n, e.g. n = 128.

Step 6. Deriving the horizontal and vertical projections
of P:

Hi =
n

∑
j=1

Pi, j, Vj =
n

∑
i=1

Pi, j. (8)

Step 7. Concatenating the obtained vectors H and V
into one, C = HV , representing an object.

5 EXPERIMENTAL RESULTS
Before the representation and identification of partic-
ular red blood cells, they have to be segmented and
extracted. For this purpose the approach proposed
in [Fre10] was applied. It starts with the conversion
of the input image into greyscale. Later the modified
histogram thresholding is applied in order to obtain the
binary image. Then, particular objects can be localized.
This process is performed by tracing regions of each
separate objects. Only objects entirely placed within a
processed image are considered. The area of extracted
regions is analysed in order to reject thrombocytes and
leukocytes. In order to limit the processed objects to
erythrocytes, if a region is larger (for leukocytes) or
smaller (for thrombocytes) then it is rejected (the dif-
ference in size for these three main objects of interest is
provided in Figure 3). This assumption results from the
fact that leukocytes (e.g. monocytes) have the size of 40
µm, thrombocytes—ca. 2 µm, and the size of erythro-
cytes varies between 6 and 12 µm. Additionally, this
process rejects some occluded objects, what is a bene-
fit, since they are difficult to recognise. Nevertheless,
it is still possible that some undesirable objects remain,
if their area is similar to erythrocytes. In order to avoid
this problem, the analysis of object’s histogram is ap-
plied, since this feature varies for different particles—
thrombocytes and leukocytes have almost black parts
inside. Moreover, the histogram equalisation of the im-
age before the binarisation is performed, what reduces
the number of occluded shapes.

As a result of the above-described, by means of using
the established coordinates of a single cell, the rectan-
gular subpart of the greyscale image with it is extracted
and processed in next stages.

The experiments were performed using 55 May-
Grunwald-Giemsa stained microscopic images
magnified 1,000 times. All of them were converted
into greyscale, and then every cell was localised and
extracted separately by means of the above-described
approach. For each object the proposed algorithm as

Figure 3: Three different types of human blood cells,
varying in size: a) leukocyte, b) erythrocyte, c) throm-
bocyte [Omi14].
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well as the algorithms described in the previous section
were applied in order to obtain the descriptions. They
were matched using the dissimilarity measure with
the stored templates that were represented in the same
way. Twelve classes of erythrocytes were applied. For
each class five template objects were used. That gave
in result 60 templates, since 12 classes of erythrocytes
were considered.

The number of cells within a single MGG image varies
significantly. In case of the images applied for the ex-
periments, this number varies from a dozen to more
than a hundred. In order to emphasize the number of
analysed and processed objects, some statistical infor-
mation will be given. It is limited to the number of
extracted erythrocytes in the most limited case. After
the rejection of larger (leukocytes and occluded cells)
and smaller (thrombocytes) objects the overall number
of processed objects of interest was equal to 2,772. The
average for an image was (rounded) 50, and the me-
dian value was 44. The smallest number of properly
extracted erythrocytes was equal to 10 objects, and the
highest was 102.

The obtained efficiency for particular erythrocyte types
and greyscale descriptors applied in the experiment is
given in Table 1. Additionally, in the table average effi-
ciency for all analysed descriptors is provided.

6 CONCLUDING REMARKS AND FU-
TURE PLANS

In the paper an algorithm for description of greyscale
objects extracted from digital images was applied for
recognition of human red blood cells visible on digi-
tal microscopic images. This is a part of an approach
for automatic (or semi-automatic) diagnosis of selected
diseases based on the deformation of erythrocytes. The
disease is concluded by means of the recognition of
types of red blood cells visible on a digital microscopic
image, stained using MGG method and converted into
greyscale.

The proposed algorithm was experimentally investi-
gated in comparison with four other greyscale descrip-
tors. It obtained the best results by means of the effi-
ciency in recognizing the types of erythrocytes.

Nevertheless, future works are planned on further im-
provement in the representation of objects extracted
from digital images and represented using greyscale as
a feature. Another approaches are planned to be anal-
ysed.

Moreover, since the representation of cells was the main
topic of the works described in this paper, more atten-
tion should be put on the classification stage. Here, the
simplest method based on the template matching was
applied. It was assumed that some more sophisticated
and novel approaches should provide even better overall

results. Hence, the second direction of research should
be related to the analysis of the methods belonging to
the last steps of the method. For example, application
of some deep learning algorithms, very popular nowa-
days, would definitely lead to better results.

Finally, the Electron Microscopy seems to be a tempt-
ing object of future works. The tasks would be slightly
different in that case, e.g. the rejection of erythrocytes
could be performed in order to pre-process an image
for other applications. However, since objects visible
on EM images are spatial, some significant modifica-
tions of the proposed description algorithm should be
made.
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