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ze Skic Obličeje
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Abstract

This dissertation thesis presents a novel system for automatic heterogeneous face recogni-
tion from facial sketches based on a novel method named X-Bridge. Such a task is primarily
relevant in the security and surveillance domains. In this work are made following contribu-
tions: (1) Analysis of the available neural network architectures used for image classification
and their testing for face recognition task; (2) Analysis of the state-of-the-art loss functions
used in face recognition task and their testing in combination with different neural network ar-
chitectures; (3) Analysis of methods potentially usable as a cross-modal bridge; (4) Proposing
a novel GAN based method named X-Bridge used as a cross-modal bridge; (5) Introducing a
novel metric for measuring the performance of cross-modal bridges in the heterogeneous face
recognition task; (6) Proposing a complex automatic heterogeneous face recognition system.
The system improves state-of-the-art results on an appropriate benchmark face recognition
dataset.
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Abstrakt

Tato dizertačńı práce představuje nový systém automatického heterogenńıho rozpoznáváńı
lidské tváře ze skic. Systém je založený na nové metodě pojmenované X-Bridge. Hetero-
genńı rozpoznávańı lidské tváře je primárně relevantńı pro úlohy bezpečnosti a sledováńı.
Tato práce má následuj́ıćı př́ınos: (1) Analýzu dostupných architektur neuronových śıt́ı
použ́ıvaných pro úlohu klasifikace obrázk̊u a jejich testováńı v rámci úlohy rozpoznáváńı lidské
tváře; (2) Analýzu state-of-the-art ztrátových funkćı už́ıvaných v úloze rozpoznáváńı lidské
tváře a jejich testováńı v kombinaci s r̊uznými neuronovými śıtěmi; (3) Analýzu metod po-
tenciálně použitelných jako intermodálńı most; (4) Představeńı nové metody intermodálńıho
mostu pojmenované X-Bridge založené na generativńı adversiálńı śıti; (5) Představeńı nové
metriky určené k měřeńı výkonu intermodálńıch most̊u v úloze heterogenńıho rozpoznáváńı
lidské tváře; (6) Představeńı komplexńıho systému automatického heterogenńıho rozpoznáváńı
lidské tváře. Představený systém zlepšuje state-of-the-art výsledky na testovaném bench-
markovém datasetu.

Kĺıčová slova

Rozpoznáváńı lidské tváře, Strojové učeńı, Neuronová śıt’, Klasifikace, Verifikace, Identi-
fikace, Heterogenńı rozpoznáváńı lidské tváře, Intermodálńı most, Translace obrázek-skica.



Àáñòðàêò

Â äèññåðòàöèè ïðåäñòàâëåíà íîâàÿ ñèñòåìà àâòîìàòè÷åñêîãî ãåòåðîãåííîãî ðàñïîçíà-

âàíèÿ ëè÷íîñòè ÷åëîâåêà ïî ýñêèçàì ëèöà, îñíîâàííàÿ íà íîâîì ìåòîäå ðàñïîçíàâàíèÿ

X-Bridge. Òàêàÿ çàäà÷à â ïåðâóþ î÷åðåäü àêòóàëüíà â ñôåðàõ áåçîïàñíîñòè è íàáëþäå-

íèÿ. Â ýòîé ðàáîòå ïîëó÷åíû ñëåäóþùèå îñíîâíûå ðåçóëüòàòû: (1) Àíàëèç äîñòóïíûõ

àðõèòåêòóð íåéðîííûõ ñåòåé, èñïîëüçóåìûõ äëÿ êëàññèôèêàöèè èçîáðàæåíèé, è èõ èñ-

ñëåäîâàíèå äëÿ çàäà÷è ðàñïîçíàâàíèÿ ëèö; (2) Àíàëèç ñîâðåìåííûõ ôóíêöèé ïîòåðü,

èñïîëüçóåìûõ â çàäà÷å ðàñïîçíàâàíèÿ ëèö, è èõ òåñòèðîâàíèå â ñî÷åòàíèè ñ ðàçëè÷íû-

ìè àðõèòåêòóðàìè íåéðîííûõ ñåòåé; (3) Àíàëèç ìåòîäîâ, ïîòåíöèàëüíî èñïîëüçóåìûõ â

êà÷åñòâå êðîññ-ìîäàëüíîãî ìîñòà; (4) Ïðåäëîæåí íîâûé ìåòîä ïîä íàçâàíèåì X-Bridge,

îñíîâàííûé íà GAN ìîäåëÿõ (Generative Adversarial Nets - Ãåíåðàòèâíûå ñîñòÿçàòåëüíûå

íåéðîñåòè) è èñïîëüçóåìûé â êà÷åñòâå êðîññ-ìîäàëüíîãî ìîñòà; (5) Ïðåäëîæåíà íîâàÿ

ìåòðèêà äëÿ èçìåðåíèÿ ïðîèçâîäèòåëüíîñòè êðîññ-ìîäàëüíûõ ìîñòîâ â çàäà÷å ãåòåðî-

ãåííîãî ðàñïîçíàâàíèÿ ëèö; (6) Ðàçðàáîòàíà êîìïëåêñíàÿ àâòîìàòè÷åñêàÿ ãåòåðîãåííàÿ

ñèñòåìà ðàñïîçíàâàíèÿ ëèö. Ñèñòåìà ïðåâîñõîäèò ñîâðåìåííûå ðåçóëüòàòû íà îáùåïðè-

íÿòîì íàáîðå äàííûõ, ïðåäíàçíà÷åííîì äëÿ ðàñïîçíàâàíèÿ ëèö.

Êëþ÷åâûå ñëîâà

Ðàñïîçíàâàíèå ëèö, ìàøèííîå îáó÷åíèå, íåéðîííàÿ ñåòü, êëàññèôèêàöèÿ, âåðèôèêà-

öèÿ, èäåíòèôèêàöèÿ, ãåòåðîãåííîå ðàñïîçíàâàíèå ëèö, êðîññ-ìîäàëüíûé ìîñò, ïðåîáðà-

çîâàíèå èçîáðàæåíèé â ýñêèçû.
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Chapter 1

Introduction

Face recognition (FR) is defined as a person verification or identification according to a
person’s face from an image or a video source. FR has been one of the most intensively
studied topics in computer vision for the last few decades and received significant attention
because of its applications in various tasks. The most notable usage of face recognition is
in biometrics. Compared with other biometrics techniques (for example, fingerprints or iris),
FR has the potential to recognize the subject without any further cooperation of the subject
non-intrusively. Therefore, it can be used for security systems, forensic, or searching for
wanted persons in crowds. Moreover, it can be used as another layer of security in login
systems. From other domains, we can mention, for example, gender classification, emotion
recognition, person database searching, witness face reconstruction, etc.

Despite such great attention, FR is still a very complex and challenging task due to various
external conditions, for example, illumination, pose or occlusion, and internal conditions, for
example, face expression or aging.

FR tasks can be divided into two main categories: face verification and face identification.
More information about this division is in Chapter 2.

1.1 Problem definition

Face Recognition is a process of verification or identification of a person from a digital image
or a video source. Prior to the FR, it is usually necessary to perform some preliminary
processes. These processes can be generally divided into four following parts (see Figure 1.1):

1. Image preprocessing - Process of suppressing noise (unwilling distortions) in an image
while simultaneously maintaining important information in this image. Image prepro-
cessing methods can be divided according to the size around the preprocessed pixel
into four following categories: brightness and color corrections and transformations,
geometric transformations, local operations of preprocessing (filtration, gradient oper-
ators, morphology), and frequency analysis. The most information is always in the
original image, and every preprocessing decreases this information. Prior knowledge
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Figure 1.1: Whole Face Recognition process with all prerequisites.

about the image can make preprocessing much easier. Image preprocessing step is not
essential, however, the majority of FR systems include this step.

2. Face Detection - Process of a system to detect a human face in an image. There are a
lot of different algorithms and approaches, however, the most famous one is probably
Haar cascade detection [1].

3. Face Alignment - Process of further processing of the ROI. In this step, there can be
employed some image preprocessing techniques from the first step, but more advanced
ones can be performed too thanks to priory information about the ROI - it is known
there is (or at least should be, if the face detector did not fail) human face. These
advanced techniques try to overcome some FR challenges such as pose or non-rigid
expression. This step is not obligatory.

4. Face Representation - Process of obtaining a representation of the face image (fea-
ture extraction). Among popular description methods can be included, for example,
EBGM, PCA, FLDA, Neural Networks, 2D Face Synthesis, and 3D Face Synthesis.
More information about this step can be found in Chapters 7 and 8.

5. Classification - A general process of determining to which of a set of categories a new
observation belongs. There are many different algorithms, which are used in FR, few
examples: Bayesian classifiers, Support Vector Machines (SVM), and Neural Networks
(NEUs). More information about classifiers can be found in Chapter 2. The output of
the classification step is, according to the type of task (identification vs. verification),
a person’s identity or answer, if the person truly is, who it claims it is.

2
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1.2 Brief history of Face Recognition

The FR task is as old as computer vision, both because of practical importance and high
attractiveness. Why is this task so attractive and demanded? It’s not only because of its
non-intrusive and uncooperative manner, but it is also because we usually recognize other
people according to their face, so it is the most natural way of people recognition for human
beings.

The first experiments with semi-automated computer-based facial recognition were done dur-
ing the sixties by Woodrow Wilson Bledsoe, who used his system for facial feature point
detection. A most famous early example of a face recognition system is from 1989 from Ko-
honen [2], who used a simple neural network to face recognition of aligned and normalized
face images. This neural network computes a face description, also known as eigenfaces.

Kirby and Sirovich [3] introduced an algebraic manipulation in 1990, thanks to which could
be eigenfaces directly calculated. They also showed that fewer than 100 eigenfaces were
required to describe aligned and normalized face images accurately. Turk and Pentland [4]
then demonstrated that eigenfaces, coupled with their method for detection and localization
of faces in various external conditions, could achieve solid real-time face recognition. This
demonstration sparked an explosion of interest in the topic of face recognition.

1.3 Motivation and Application

Why use Face Recognition? There is a growing need for more sophisticated security systems
around the world in recent years. A very popular option for these systems is, rather then
check, what a person has, whom a person really is. Systems based on body or behavior char-
acteristics are often called biometric systems. More traditional methods rely on possession
of some plastic cards, tokens, keys, chips, etc., or knowledge of a password or a PIN code,
and are relatively easy to overcome because cards and PINs can be stolen, passwords can be
guessed or forgotten. This is the main advantage of biometrics, it cannot be stolen, forgotten,
or misplaced.

Probably the most popular biometrics are fingerprints and iris, but there are many others, for
example, voice and signature. Some of these techniques are intrusive, some not, however all
of these techniques have one crucial drawback - all, in contrast to FR, require the cooperation
of the recognized subject. The fact that FR can be done passively is essential for surveillance
purposes too. The price of the needed equipment is another advantage of FR in comparison
to other biometric techniques - facial images can be easily obtained with a couple of cameras.
Perhaps the most crucial thing about FR is that humans identify other people according to
their face too, therefore they are likely to be comfortable with systems that use this approach.

There are numerous real-world applications of FR. The most important ones are mentioned
in the following list:

• Security - access to buildings, ATM machines, bank account logins, etc.

• Surveillance - searching for wanted or missing persons, airports or other public places
security.

3
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• General identity identification - national IDs, passports, driving license.

• Person database investigations - searching for suspected persons in police databases
according to witness description, etc.

• Face reconstruction

• Monitoring at childcare or old people’s centers

• Labeling faces in video

• Emotion recognition - Customer’s reactions observation.

A special case of the FR is heterogeneous FR, which is FR across different visual domains.
Such approaches also have many critical real-world applications, especially in the security
and surveillance domains. For example, heterogeneous FR is very relevant in assisting law
enforcement in identifying subjects, when only a sketch based on eyewitnesses description is
available. Another interesting example can be FR from infrared light, whose main advantage
is its ability to ”see” in the dark. This can be utilized in buildings or places security systems
when the lighting of the surrounding is inappropriate for the usage of standard RGB cameras.

It can also be said, FR is a specific case of object recognition, which is very hard due to
its nonlinearity. The main problem stems from the fact that different human faces are, in
general, still very similar. Moreover, the human face is not a rigid object. The sources of
variation of the facial appearance can be divided into two following groups: internal sources
and external conditions.

Figure 1.2: Challenges for FR caused by pose variation: (a) self-occlusion; (b) loss of semantic

correspondence; (c) nonlinear warping of facial textures; Image taken from [5].

Internal sources result from physical attributes of the face and can’t be affected by an ob-
server. Further, internal sources can be categorized into two classes: intrapersonal and inter-
personal attributes. Intrapersonal attributes are attributes responsible for differences in the
appearance of one person, for example, face expression, aging, different haircuts, glasses, etc.
Interpersonal attributes are responsible for variations in appearance between two persons, for
example, gender, ethnicity, age, etc.
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External conditions cause changes in facial appearance because of the interaction of light with
the face or because of the relative position of the face and the observer. Among external con-
ditions, it can be incorporated lighting conditions (illumination), pose, scale, occlusion, and
imaging parameters (e.g., resolution, imaging noise, focus, image domain, etc.). Moreover,
challenges for FR caused by pose variations can be divided into the following three groups:
self-occlusion - loss of information, loss of semantic correspondence - position of facial texture
varies nonlinearly following the pose change and nonlinear warping of facial textures (Figure
1.2).

Whereas the interpersonal attributes are desirable, intrapersonal attributes and external con-
ditions cause problems during the FR task. Since differences created by intrapersonal differ-
ences and external conditions can be in standard subspaces more significant than interpersonal
differences, it makes FR so hard and complex.

At the end of this section, it should be mentioned that there is some controversy about using
surveillance systems due to the privacy of citizens. Utilization of systems with face detection
and recognition can be abused for the monitoring of citizens’ movements and actions.

1.4 Goals of Dissertation

This dissertation thesis’s primary goal is to develop a system for automatic heterogeneous FR
from facial sketches. Such a task can be divided into three sub-goals. Nowadays, there exist
plenty of different classification methods, most of them based on neural networks. There-
fore, the first step is to analyze available state-of-the-art FR methods. Furthermore, each
heterogeneous FR algorithm needs a cross-modal bridge module to overcome differences in
two different modalities. Consequently, the second step is to analyze existing methods po-
tentially usable as the cross-modal bridge in heterogeneous FR tasks. Third, apply these
methods while addressing some of their flaws in a novel heterogeneous FR system.

1.5 Outline

The outline of this work is as follows. The description of verification and identification
problem can be found in Chapter 2. Modern FR approaches have three primary attributes:
(1) Training data; (2) Network architecture; (3) Design of loss function. A quick review of
the popular and benchmark datasets used in FR can be found in Chapter 3. In Chapter 4 are
described the most important neural network architectures used in recent years. In Chapter
5 is survey of the popular designs of loss functions. Moreover, Chapter 6 describes very
important generative models. There is a comprehensive survey of specific FR approaches in
Chapters 7 and 8. In Chapter 9, a heterogeneous face recognition algorithm is presented as the
main output of this work, whereas in the next chapter experiment and results are presented.
Finally, in Chapter 11 conclusions are made, and plans for future work are outlined.
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Chapter 2

Classification

Face Recognition task can be considered as a classification task - you have test sample (image
or video with someone’s face), and you classify it into a specific class (classes are usually
identities of the persons, but it is possible to classify people according to their sex, age,
ethnicity, etc.). The purpose of a classification algorithm is, therefore, to assign the testing
sample to the correct class. Generally speaking, classification can be divided according to
an absence or a presence of training data into two main categories: Unsupervised learning
(Clustering), and Supervised learning.

Furthermore, FR problem can be categorized into two following problems: Verification, and
Identification (Figure 2.1). For more information see Sections 2.1 and 2.2.

Figure 2.1: Comparison of identification and verification [6].

Moreover, in terms of testing protocol, FR can be evaluated under closed-set or open-set
settings, as illustrated in Figure 2.2. You can find more information in Section 2.3.

2.1 Verification

Verification systems are trying to answer the question: ”Are you who you claim you are?”.
In the verification task, an individual presents himself or herself as a specific person. The
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system checks his/her biometrics and compares it with biometrics of claimed person (this
biometrics has to be already saved in the system’s database). Then the system decides if the
individual and claimed person are the same person.

In other words, we can say that the verification task is a 1-to-1 matching task. Verification
is generally faster than identification because the system compares only two biometrics - the
one presented by the individual and the specific one, which is already stored in the system’s
database.

2.2 Identification

Identification systems are trying to answer the question: ”Who are you?”. These systems are
trying to identify an unknown person’s biometrics. It has to compare these biometrics with
all other biometrics that are already saved in the system’s database.

We can say that identification is 1-to-n matching, where n is the total number of biometrics
stored in the system’s database. The problem arises when the unknown person is not in the
database at all. These cases are usually solved by the implementation of a thrash class (a
class with persons outside the database) or by checking some threshold (after crossing this
threshold is a person claimed as someone unknown).

Figure 2.2: Comparison of closed-set and open-set face recognition [7].
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2.3 Testing protocols

There are two basic testing protocols in FR: closed-set, and open-set settings [7], see Figure
2.2. In closed-set settings, all testing identities are also presented in the training set. In this
scenario, the algorithm performs the standard classification task of each testing image to one
of the given identities. Also, in this scenario is a verification task equivalent to performing
identification for a pair of faces and comparing their labels. Therefore, closed-set FR can be
addressed as a classification problem, where features are expected to be separable.

In the open-set protocol, not all the testing identities have to be presented in the training set,
which makes it a much more challenging task. Because it is impossible to classify these cases
to known identities in the training set, it is necessary to map the faces to a discriminative
feature space. In this scenario, the face identification task can be viewed as performing face
verification between the probe image and every identity in the gallery (training set). Open-set
FR is, therefore, a metric learning problem, where the key is to learn discriminative large-
margin features. In the ideal case, in the certain metric space of the desired features, the
maximal intra-class distance is smaller than the minimal inter-class distance. This criterion
is necessary to achieve perfect accuracy using the nearest neighbor classifier.
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Face Recognition Datasets

In the world of machine learning, training data are an essential part of modern classification
approaches. There is also an utter need for benchmark data on which classification methods
can be fairly compared. In this chapter is presented a quick analysis of the most important
datasets used for face recognition and also datasets for sketch-based face recognition. At the
end of the first part is provided a comparison between these datasets in Table 3.1. It is neces-
sary to notice that in recent years, there was a big gap between the performance of methods
thanks to the private (Google, Facebook, Microsoft) datasets. Also, the usage of private
datasets causes a problem with the reproducibility of research and, therefore, with an objec-
tive evaluation of results. However, this gap is diminished by the newly available datasets
containing millions of images. Publicly available datasets and challenges also contribute to
the reproducibility of research to a great extent.

3.1 FERET

The Facial Recognition Technology (FERET) [8] program ran from 1993 through 1997, and
its primary mission was to develop automatic face recognition capabilities that could be
employed to assist security, intelligence, and law enforcement personnel in the performance
of their duties. The final corpus consists of 14051 eight-bit grayscale images of human faces
with big pose variations. This database was used primarily at the end of the last century
and at the beginning of this one.

3.2 XM2VTS

XM2VTS database [9] is a database that consists of four high-quality recordings of 295
subjects taken over a period of four months. Each recording contains a speaking head shot
and a rotating head shot. Overall is database outdated for current standards, however, it
can be used for commercial purposes, which is untypical.

9
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3.3 LFW

Labeled Faces in the Wild (LFW) [10] is a database of face photographs designed for un-
constrained face verification (illumination, pose, and expression variation). It contains 13233
images of 5749 people, whereas 1680 people have in the dataset two or more images. Each
face has been labeled with the name of the person pictured. Faces were detected by the
Viola-Jones detector. Currently, there are four different sets of LFW images, including the
original and three different types of aligned images. LFW was considered the benchmark
dataset for FR methods, however in [5] authors remark, that most of the images can be
classified as near-frontal, therefore the obtained results were unrealistically optimistic from
the position of pose-invariant face recognition. Because of that, the dataset fell out of favor
in recent years.

3.4 YouTube Faces

Youtube Faces Database [11] is a database of face videos designed for unconstrained face
recognition. The dataset contains 3425 videos of 1595 different people, i.e., an average of
2.15 videos are available for each subject. The average length of the video is 181.3 frames.
All videos were downloaded from YouTube. The database was designed with LFW images
in mind and was considered to be a benchmark database for video face recognition.

3.5 CMU Multi-Pie

Multi-PIE [12] is a large dataset created at Carnegie Mellon University in 2010. It contains
337 different subjects, captured from 15 viewpoints with 19 different illuminations. The total
number of images is more than 750.000, moreover, 6152 of them are annotated with AAM-
based style labels. The labels have between 39 and 68 keypoints depending on the pose. All
points were annotated manually.

3.6 SFC

The Social Face Classification (SFC) dataset [13] contains 4.4 million labeled faces from 4030
people, each with 800 to 1200 images. Images were collected from Facebook pictures, therefore
they are captured in unconstrained conditions, i.e., with variable illumination, pose and
expression. The dataset was used for training of breakthrough FR method. Unfortunately,
this dataset is not publicly available.
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3.7 CAS-PEAL

The CAS-PEAL Face Database [14] has been constructed under the sponsors of the National
Hi-Tech Program and ISVISION. The goals to create the PEAL face database were to provide
the worldwide researchers of FR community a large-scale Chinese face database for training
and evaluating their algorithms, to facilitate the development of FR by providing large-scale
face images with different sources of variations, especially Pose, Expression, Accessories, and
Lighting (PEAL) and to advance the state-of-the-art face recognition technologies aiming at
practical applications especially for the oriental.

3.8 COX Face

COX Face Database [15] consists of images and videos designed for studying three typical
scenarios of video-face recognition: Video-to-Image, Image-to-Video, and Video-to-Video FR.
The images are taken under a controlled environment, with high quality and resolution, in
frontal view, and with neutral person expression. On the contrary, the video frames are
often of low resolution and low quality, with blur, and captured by three different camcorders
under poor lighting, in non-frontal view. These settings simulate the real-world matching
conditions for providing researchers a solid and challenging experimental data.

3.9 PaSC

A creation of Point and Shoot Face Recognition Challenge dataset [16] was motivated by the
need of social media users to recognize persons in uploaded pictures or videos automatically.
The images and videos in the dataset are balanced with respect to distance to the camera,
alternative sensors, frontal vs. non-frontal views, and different locations.

3.10 CelebFaces+

CelebFaces Attributes Dataset [17] is a large-scale face attributes dataset. It contains 202599
face images obtained from the Internet of 10177 different identities. Five landmark locations
are annotated on each image. Moreover, each image has 40 binary attribute annotations.
The images in the dataset cover large pose variations, background clutter, and have different
qualities. In 2019 was this dataset extended by high-quality segmentation masks [18].

3.11 CASIA WebFace

CASIA WebFace database [19] contains 494414 images of 10575 subjects semi-automatically
collected from the Internet, i.e., persons are captured in variable conditions. Most faces are
centered on the images. The database is publicly available, and it is very popular as a training
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dataset among modern FR algorithms, especially for small training set protocol (training set
should have under 0.5M images).

3.12 IJB

IARPA Janus Benchmark datasets [20] contains both images and videos of 500 subjects. It
includes both, images and video, both in the variable external conditions, whereas all faces
were manually localized. The creation of IJB is motivated by a need to push the state-of-
the-art in unconstrained face recognition, primarily in pose variations manner. It became a
new benchmark standard during 2017 after the LFW dataset (see Sec. 3.3) fell out of the
favor. There are three versions of the dataset in total, and it can be expected that authors
will produce the fourth version in the foreseeable future.

3.13 MegaFace

The MegaFace dataset [21] is currently the second biggest dataset for FR, moreover, it is
one of the most challenging face identification benchmarks. It currently (the number is
increasing) contains 4,753,520 images of 672057 people in unconstrained conditions collected
from Yahoo. The average number of images per person is 7, while three is minimum, and 2469
is maximum. The faces are detected by a commercial algorithm. The goal of this dataset
is to benchmark FR algorithms on a large scale. Both companies Google and Facebook,
have available an enormous amount of data, which puts the smaller research groups at a
disadvantage. However, the existence of this dataset should help smaller research groups
overcome this disadvantage. Unfortunately, nowadays, authors for unknown reasons do not
provide access to their database anymore.

3.14 MS-Celeb-1M

MS-1M dataset [22] was designed for purposes of FR benchmark task to recognize one mil-
lion celebrities from the web images. Moreover, the dataset provides rich knowledge-base
information about each of the celebrities. The dataset is even larger than Megaface, which
makes it the biggest publicly available dataset right now. The list of the celebrities include
persons with more than 2000 different profession and come from more than 200 distinct
countries/regions.

3.15 VGGFace2

VGGFace2 [23] is the newest from the large scale datasets. It was collected with three goals
in mind: (1) to have both a large number of identities and also a large number of images
for each identity; (2) to cover a large range of pose, age, and ethnicity; (3) to minimize the
label noise. Experiments of the state-of-the-art algorithms, in which was VGGFace2 used
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as a training set, led to improved recognition performance over pose and age. Finally, using
the models trained on the dataset, it demonstrated state-of-the-art performance on the face
recognition of IJB datasets (see Sec. 3.12), exceeding the previous state-of-the-art by a large
margin.

3.16 PIPA

People In Photo Albums (PIPA) dataset [24] is a large-scale recognition dataset collected
from Flickr photos. It consists of 63188 images of 2356 identities. The dataset is primary
challenging due to occlusions and large pose variations (about only half of the person im-
ages containing a frontal face). In comparison to the datasets mentioned above, this dataset
contains images of the whole person, therefore is also used for person recognition task (recog-
nition based on the entire body, not just from the face).

Table 3.1: Comparison of datasets for face recognition

Dataset Number of Number of Conditions Resolution

Imgs/Vids Ids

FERET [8] 14,051 Unknown Laboratory 512×768

XM2VTSDB [9] 2,360 295 Laboratory 720×576

LFW [10] 13,233 5,749 Variable 250×250

YouTube [11] 3,425vids 1,595 Variable Variable

CMU Multi-PIE [12] 750,000 337 Laboratory High-Res

SFC [13] 4.4M 4030 Variable Images

CAS-PEAL [14] 99,594 1,040 Laboratory 640×480

COX Face [15] 1,000+1,000vids 1,000 Laboratory Unknown

PaSC [16] 9,376+2802vids 293 Variable Unknown

CelebFaces [17] 202,599 10,177 Variable 178×218

CASIA WebFace [19] 494,414 10,575 Variable 250×250

IJB-A [20] 5,712+2,085vids 500 Variable Variable

MegaFace [21] 4.8M 672,057 Variable Variable

MS-Celeb-1M [22] 8,456,240 99,892 Variable 300×300

VGGFace2 [23] 3.3M 9000+ Variable Variable

PIPA [24] 63,188 2,356 Variable Variable

CFP [25] 7000 500 Variable Variable

13



CHAPTER 3. FACE RECOGNITION DATASETS

3.17 CFP

The authors have collected a new face data set that will facilitate research in the problem
of frontal to profile face verification in the wild [25]. This data set aims to isolate the factor
of pose variation in terms of extreme poses like profile, where many features are occluded,
along with others in the wild variations. Moreover, they find that human performance on
Frontal-Profile verification in this data set is only slightly worse (94.57% accuracy) than that
on Frontal-Frontal verification (96.24% accuracy). However, the evaluation of many state-of-
the-art algorithms, including Fisher Vector, Sub-SML, and a Deep learning algorithm, shows
all of them degrade more than 10% from Frontal-Frontal to Frontal-Profile verification. The
Deep learning implementation, which performs comparably to humans on Frontal-Frontal,
performs significantly worse (84.91% accuracy) on Frontal-Profile. This suggests that there
is a gap between human performance and automatic face recognition methods for large pose
variations in unconstrained images. The dataset contains ten frontal and four profile images
of 500 individuals.

3.18 CUFS

CUHK Face Sketch database (CUFS) is a database for research on face sketch synthesis and
face sketch recognition. It includes 188 faces from the Chinese University of Hong Kong
(CUHK) student database, 123 faces from the AR database [26], and 295 faces from the
XM2VTS database [9], 606 faces in total. For each face, there is a sketch drawn by an artist
based on a photo taken in a frontal pose, under normal lighting condition, and with a neutral
expression.

3.19 CUFSF

CUHK Face Sketch FERET Database (CUFSF) [27] is for research on face sketch synthesis
and face sketch recognition. It includes 1,194 persons from the FERET database [8]. For
each person, there is a face photo in a frontal pose, under the controlled lighting condition,
and with a neutral expression. Sketches were drawn by an artist when viewing these photos.

3.20 IIIT-D

IIIT-D Database [28] is a sketch database used in this research comprises of three types of
sketch database: (1) Viewed sketch database; (2) Semi-forensic sketch database; (3) Forensic
sketch database. The viewed sketch database comprises a total of 238 sketch-digital image
pairs. The sketches are drawn by a professional sketch artist for digital images collected
from different sources. The semi-forensic sketch database consists of images drawn based
on the memory of a sketch artist rather than the description of an eye-witness. To prepare
this database, the sketch artist is allowed to view the digital image once and is asked to
draw the sketch based on his memory. The database consists of 140 digital images in total.
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Forensic sketches are drawn by a sketch artist from the description of an eye-witness based
on his/her recollection of the crime scene. The database includes 190 forensic sketches with
corresponding digital face images in total. Unfortunately, all three parts of the database
consist of images collected from the internet, therefore, authors are sharing direct links to
the face images. That means that some of these links are already dead after the years.

3.21 Memory Gap Database

Memory Gap Database (MGDB) [29] is a sketch database addressing a memory problem of
a description of the suspect from eye-witnesses. 100 subjects were chosen from a page with
mugshots of real criminals, and four types of sketches were drawn: (1) Viewed sketches were
drawn while artist looks directly at the mugshot; (2) Sketches drawn one hour after viewing
the photo; (3) Sketches drawn 24 hours after viewing the photo; (4) Sketches drawn based on
the description of an eye-witness, who has seen the photo immediately before. The sketches
were drawn by 20 different artists, however, all four kinds of sketches for each subject was
always drawn by the same one, so sketches do not have inter-artist variability.

3.22 ILSVRC

The ImageNet Large Scale Visual Recognition Challenge (ILSVRC) dataset [30] is dataset
used to evaluate algorithms for object detection and image classification at large scale. The
training subset contains 1.3 million images, validation set 50 thousand images and testing
subset 100 thousand images of objects from 1000 categories. This dataset is currently a
top dataset for image classification, and many large-scale image classification algorithms are
tested during yearly ILSVRC challenges.
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Chapter 4

Network Architectures

In this chapter, there will be first described the idea behind artificial neural networks (ANNs),
followed by a brief description of the most common neural network features. After that, there
is a comprehensive survey of the most important neural network architectures used in recent
years.

ANNs are models inspired by biological neural systems (for example, the human brain)
[31][32]. ANNs are, same as a human brain, composed of neurons. In the human ner-
vous system, there can be found approximately 86 billion neurons, that are connected with
approximately 1014 synapses.

The biological neuron is composed of the following parts:

• Soma - body of the neuron.

• Axon - output, each neuron has only one axon.

• Dendrites - input, each neuron can have up to several thousands dendrites.

• Synapses - links between Axons and Dendrites, one-way gates, which allows the transfer
of the signal only in the Dendrite → Axon direction.

Transmitted signals between neurons are electrical impulses, these signals are carried to
the neuron’s body, where they get summed. If the final sum is above a certain threshold,
the neuron send (fires) signal into its axon. The main ingenious idea of this system is that
synapses can have different synaptic strengths, which is learnable, and it controls the strength
of the influence of the neuron to the next one. The artificial neuron (see Figure 4.1) is arranged
very similarly. The strength of the axioms is modeled by weights W , and the threshold is
ensured by activation function f (see more about activation functions in the next Section).

There are two basic types of artificial neural networks: feed-forward networks and recurrent
networks. Feed-forward networks allow the signal to travel from input to output only. They
are mostly used in pattern recognition. Recurrent networks can have signal traveling in both
directions because of loops in the network. They are usually used for sequential tasks: time
series prediction or sequence classification. It is worth mention that ANN can also be ’trained’
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Figure 4.1: Scheme of the artificial neuron.

using unsupervised learning. This type of ANN is then called a Self-organizing map (SOM)
[33] or Generative Adversarial Networks (GANs) [34].

4.1 Activation functions

Each activation function defines the output of the neuron based on the input(s) and some
fixed mathematical operations. Artificial neurons necessarily don’t have to have activation
function. There are many different activation functions, but let’s mention the most used ones
in practice.

4.1.1 Sigmoid

Sigmoid function is defined as follows:

f(ξ) =
1

1 + eξ
, (4.1)

where ξ is activation, see Equation 4.2.

ξ =
n∑
i=1

(wT
i xi + b), (4.2)

where W is weight matrix, X is matrix of inputs, and b is bias. The range of the values of the
sigmoid function is the open interval from 0 to 1. The sigmoid function has been frequently
used historically, however, it fell out of favor because it has two major drawbacks. Firstly,
the sigmoid function saturates and kills gradient. This very undesirable fact is based on the
saturation of the neuron when the output approaches 0 or 1, it means that the gradient is
almost zero. This causes problems during back-propagation (see Section 4.4), where this very
small number during multiplication ”kills” the gradient, and no significant signal will flow
through the neuron to its weights and recursively to its data. The second problem of the
sigmoid function is that the output is not zero-centered. This is undesirable because this
non-zero-centered output will come to the inputs of neurons in the next layer, and it will
cause, that gradient during back-propagation will always be either positive or negative.
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4.1.2 Tanh

Tanh function has following form:

f(ξ) =
2eξ

1 + eξ
(2ξ)− 1, (4.3)

where ξ is the activation value (see Equation 4.2). The range of the values of the tanh function
is the open interval from -1 to 1. This function has an advantage over the sigmoid function
that it is zero-centered, but it still can saturate. Overall, the tanh function is usually used
over the sigmoid function.

4.1.3 ReLU

The Rectified Linear Unit (ReLU) is define as follows:

f(ξ) = max(0, ξ), (4.4)

where ξ is the activation value (see Eq. 4.2) once again. It can be noticed activation is
thresholded at zero. ReLU is probably the most popular activation function of recent years.
The main advantages of ReLU are its computational simplicity and faster convergence of
stochastic gradient descent (see Sec. 4.5) compared to the previous activation functions. The
main disadvantage of ReLU is that there is a danger of the creation of dead neurons. This can
be caused by large gradients flowing through the ReLU neuron. According to this gradient,
weights can be updated in such a way that the neuron will never activate on the data point
again.

4.1.4 Leaky ReLU

The Leaky ReLU is defined as follows:

f(ξ) =

{
ξ if ξ > 0

αξ otherwise
(4.5)

where α is a small number (usually 0.01). Leaky ReLU tries to fix the ”dead neuron” ReLU
problem, however, the consistency of the benefit over ”ordinary” ReLU is still unclear.

4.1.5 Parametric ReLU

The Parametric ReLU is a type of Leaky ReLU that, instead of having a fixed predetermined
α, makes it a parameter for the neural network to train and find it itself.

4.1.6 Maxout

Maxout doesn’t use the standard functional form f(W TX+b), where function is applied on
activation value. Instead maxout neuron computes the function max(wT

i xi + bi). The main
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advantage of maxout is that it doesn’t saturate and it doesn’t suffer from dead neurons, but
for the price of higher computational complexity.

4.1.7 Softmax

Softmax activation function is for j-th neuron is defined as follows:

f(ξ)j =
eξj∑
N e

ξN
, (4.6)

where N represents the number of different possible outcomes (i.e., the number of neurons
in the layer). The Softmax function is usually used only in the final layer of NN trained for
classification tasks. Softmax converts a raw value into a posterior probability.

4.2 Layers

ANN is formed by connecting (acyclic) of the artificial neurons together. The final purpose
and function of the ANN are to determine by these connections (architecture of the network),
by weights, and by types of neurons (activation functions). ANN are usually organized into
distinct layers of neurons. The most common ones are described in this subsection.

4.2.1 Fully-connected

The fully-connected layer is the most common type of layer. Each neuron has trainable
weights, and each neuron in one layer is connected to all neurons in the previous one, however,
neurons in a single layer don’t share any connections, see example in Figure 4.2.

Figure 4.2: A 3-layer (input layer is not counted) neural network with two fully-connected

hidden layers.

19



CHAPTER 4. NETWORK ARCHITECTURES

4.2.2 Convolutional

Convolutional layers are basic building stones of convolutional neural networks (CNNs). Un-
like fully-connected layers, neurons in convolutional layers are connected only to a local region
of the previous layer - the size of the region (height and width) is hyperparameter called the
receptive field of the neuron. In signal processing, they can be imagined as a set of filters
that are applied to a specific part of the signal. The number of ”filters” is called depth and
depends on the concrete task. The number of neurons is dependent on the length of the
processed signal (size of an image) - It is necessary to cover the whole signal with each filter
and sometimes it is good to use overlapping regions, and on the receptive field of the neurons.
Neurons related to the one concrete filter have shared weights.

Figure 4.3: Example of the convolution with zero padding.

There exist many different types of convolutions, for example: traditional (see Figure 4.3),
dilated, transposed, and depthwise (atrous) separable. Generally, their usage is dependent
on the concrete task again, for example, in paper [35] is revealed that in the encoder-decoder
type of NN structure, depthwise separable convolution provides better results than traditional
convolution, moreover, with parameter savings.

4.2.3 Pooling

The pooling layer is another important layer, which is commonly used in CNN. Its function
is to progressively reduce the spacial size of the representation to reduce the number of
parameters and, therefore, a number of computations in the network. This all together
decreases the chance of overfitting. Neurons in pooling layers are spatially connected to the
previous layer once again, however, they don’t have any trainable weights. The neurons only
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make some specific mathematical operations over the related region. Average-pooling was
historically very popular, but then it has fallen out of favor, and it was replaced by max-
pooling, see Figure 4.4. Due to the aggressive reduction in the size of the representation
(which is helpful only for smaller datasets to control overfitting), the current trend in the
literature is towards using smaller filters or discarding the max-pooling layer altogether.

In [36], the authors proposed a novel network structure called Network in Network. With this
enhanced approach, authors were able to utilize the global average pooling layer over feature
maps in the classification layer instead of a more traditional fully-connected layer, which leads
to huge parameter saving. In traditional CNN, it is difficult to interpret how the category
level information from the objective cost layer is passed back to the previous convolution
layer due to the fully connected layers which act as a black box in between. In contrast,
global average pooling is more meaningful and interpretable as it enforces correspondence
between feature maps and categories, which is made possible by stronger local modeling
using the micro-network. Furthermore, the fully connected layers are prone to overfitting and
heavily depend on dropout regularization, while global average pooling is itself a structural
regularizer, which natively prevents overfitting for the overall structure. Experiments proved
the effectiveness of this method. With the same approach in [37] they showed, that the global
average pooling layer enables the convolutional neural network to have localization ability
despite being trained only on the image classification task.

Figure 4.4: Example of the max-pooling operation, taken from [31].

4.2.4 Normalization

The normalization layer performs mathematical normalization over local input regions. A
very popular type of normalization nowadays is batch normalization [38], which task is to
fight with covariance shift in hidden layers by normalizing the inputs to the layers. Batch
normalization (BN) also effectively increases the stability and the speed of NN training.
During the training a BN layer firstly calculates the batch mean µB and variance σ2

B of the
layer’s input:

µB =
1

m

m∑
i=1

xi, (4.7)

σ2
B =

1

m

m∑
i=1

(xi − µB)2, (4.8)
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where m is the number of samples in a mini-batch, and xi is i-th sample and the input into
the layer. In the second step is the input normalized using these calculated batch statistics:

x̄i =
xi − µB√
σ2
B + ε

, (4.9)

where ε is a small number. Lastly, is the normalized input scaled and shifted:

yi = γx̄i + β, (4.10)

where γ and β are trainable parameters of the batch normalization layer.

From other normalization techniques lets mention weight normalization [39], layer normal-
ization [40], and instance normalization [41].

4.2.5 Loss

The loss layer is used as the last layer during the training of ANN, and it specifies the
enumeration of the difference between predicted and ground-truth values (loss, error). The
choice of the loss function depends on the concrete type of problem. Common problems
can be divided into two following categories: classification, and regression. Most common
functions used during the classification are hinge loss Lh defined as follows:

Lh =
∑
j 6=y

max(0, fj − fy + 1), (4.11)

where fy is functional value of correct class, and fj is functional value of predicted class
while f = f(xi,W ) is output of the penultimate layer. Another popular loss function for
classification problems is cross entropy loss Lce:

Lce = −
N∑
i

pi log p̂i, (4.12)

where pi is the target probability distribution, and p̂i is predicted probability distribution,
and N is a total number of classes. Regression is the task of predicting real-valued quantities.
The most popular loss for regression is L2 squared norm defined in Equation 4.13.

L2 = ||f − y||22, (4.13)

where f is predicted value and y is ground-truth value.

The design of the loss function is one of the most attributes of modern FR approaches.
Nowadays, there exist plenty of different loss functions. The most important ones can be
found in Chapter 5.

4.3 Regularization techniques

There are several other ways how to prevent overfitting of the network, the most popular is
probably the Dropout method [42] (but there are others, for example, L1 regularization, and
L2 regularization). Dropout is a really simple but very effective approach - at each stage
of training, each neuron has some probability p (a hyperparameter) to stay active. It is
”dropped out” otherwise.
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4.4 Gradient and back-propagation

Back-propagation is the most common training method of ANN used in conjunction with
an optimization method. It is used for gradient computing through recursive application of
chain rule. The whole algorithm can be divided into the following parts:

1. The forward pass - At the beginning, the algorithm lets ANN predicts the output with
given weights and biases.

2. Calculating the total error - In the second step, the loss layer calculates the total error
L.

3. The backward pass - In this step is computed gradient ∇L for the individual parameters
(W , b). The gradient is then used to perform a parameter update (more in the next
section) - it is found a direction with the biggest descent.

4.5 Parameter update - optimization methods

Before the training process, it is necessary to initialize parameters. Historically was used the
setting with all parameters equal zero, but nowadays is initialization with a small random
number or pretraining more common. The most popular initializer is Xavier normal initializer
[43].

During the training, once the analytic gradient is computed with back-propagation, the gra-
dients are used to perform a parameter update. There are several commonly used methods
for performing the update, which are discussed next.

4.5.1 SGD

Stochastic gradient descent (SGD) is a first-order optimization algorithm. SGD has the same
mathematical principle as Gradient Descent, but since only limited memory is available,
training data are divided into batches, and further SGD works only with them. SGD update
in step t+ 1 for n observation is defined as follows:

ωt+1 = ωt − γt
n∑
i=1

∇Li(ωt), (4.14)

where ω are trainable parameters, γ is learning rate (hyperparameter), and L is loss (error)
function. SGD’s main advantage is its low computational time, the disadvantage is, that
method doesn’t know the size of the step, that it should take in the negative gradient direction.

4.5.2 Momentum

The momentum method usually achieves better results than SGD in most cases. Momentum
can be imagined as a weighted average between the newly computed gradient and the past
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gradients. The update of parameters with momentum ∆ωt has then the following form:

ωt+1 = ωt + ∆ωt = ωt − γt∇L(ωt) + α∆ωt−1, (4.15)

where α is momentum hyperparameter, usually chosen between 0.9 and 1.0.

4.5.3 Nestorov Momentum

Nestorov momentum is a different version of the momentum method, which has been gaining
popularity in recent years. Unlike in the Momentum method, the gradient is computed
AFTER the momentum step. The idea behind this step is that the gradient in the ”look-
ahead” point should be more accurate, see Figure 4.5. Nestorov Momentum is defined as
follows:

ωt+1 = ωt + ∆ωt − γt∇L(ωt + ∆ωt), (4.16)

where ∆ωt = −γt∇L(ωt) + α∆ωt−1 is same momentum as before.

Figure 4.5: Comparison of Momentum and Nestorov Momentum methods.

4.5.4 Adagrad

All previous methods use the learning rate globally and equally for all parameters, however,
the adaptive approach shows great promise. Adagrad is an adaptive learning rate method
proposed in [44], see Equations 4.17 and 4.18. Its main disadvantage is that Adagrad is
sometimes too aggressive, and it stops (or slows) learning too early.

σt+1
i = σti + ||∇L(ωti)||22, (4.17)

ωt+1
i = ωti −

γt∇L(ωti)√
σt+1
i + ε

, (4.18)

where ε is a small number used to avoiding division by zero.

4.5.5 RMSprop

RMSprop is very effective, but currently, unpublished [45] adaptive learning rate method.
RMSprop attempts to reduce the Adagrad’s aggressiveness and therefore adjusts the Adagrad
method in a very simple way:

σt+1
i = ασti + (1− α)||∇L(ωti)||22, (4.19)
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ωt+1
i = ωti −

γt∇L(ωti)√
σt+1
i + ε

, (4.20)

where α is hyperparameter (decay), thanks to which parameter’s updates do not become
monotonically smaller.

4.5.6 Adam

Adam is recently proposed [46] adaptive learning rate update method, which, in contrast
with the RMSprop method, uses the ”smooth” version of gradient m (see Equation 4.21)
instead of the raw gradient vector. It can be said Adam is RMSprop with momentum.

mt+1 = β1m
t + (1− β1)∇L(ωti), (4.21)

vt+1 = β2v
t + (1− β2)||∇L(ωti)||22, (4.22)

ωt+1
i = ωti −

γtm
t+1

√
vt+1 + ε

, (4.23)

where β1 and β2 are hyperparameters, usually chosen between 0.900 and 0.999.

4.5.7 Nadam

Much like Adam is essentially RMSprop with momentum, Nadam is RMSprop with Nestorov
Momentum [47].

4.6 AlexNet

In 2012, Krizhevsky et al. published an article [48] about a novel neural network, named
AlexNet. AlexNet is composed of eight layers - five convolutional and three fully connected
layers, see Fig. 4.6, and was trained on ImageNet dataset. This dataset contains over 15
million labeled high-resolution images belonging to 1000 categories. In that time, the network
of such size was too large to be trained on a single GPU, so it was necessary to perform training
of multiple GPUs. The novelty of this work stems from using few, until that moment very
unusual, features. The first most significant upgrade was the usage of ReLU nonlinearity (Sec.
4.1.3). Until that, it was Tanh nonlinearity much more usual. Another important upgrade
was the usage of overlapping in pooling layers. They reported that a model with overlapping
pooling is less prone to overfitting. However, for CNN with so many parameters (60 million)
was overfitting still a significant problem, therefore they used the Dropout method and data
augmentation. Achieved results (on ILSVRC-2010) were stunning - top1 and top5 test set
error rates of 37.5% and 17.0%, whereas state-of-the-art performance till that moment was
45.7% and 25.7%. Moreover, they tested their CNN in other competitions, and in all of them,
they improved state-of-the-art results significantly.
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Figure 4.6: Architecture of AlexNet [48]. Figure taken from the original paper.

4.7 VGG

In 2014, Simonyan et al. [49] presented novel CNN architecture, and it fast became a gold
standard among the neural networks designed for image recognition. Their paper has three
main contributions: (1) it examines and evaluates the influence of the depth of NN; (2) it
utilizes very small convolutional filters (3x3) with great success; (3) it improves state-of-the-
art results significantly.

Figure 4.7: Topology of CNN VGG16 (CNN with 16 weight layers).

Authors tested overall five topologies (11-19 weight layers) of CNN, all of them contained
convolutional layers, where were used filters with very small receptive field: 3x3. The con-
volution stride was always fixed to 1 pixel. After some number of convolutional layers, the
authors utilized the max-pooling layer (which is performed over a 2x2 pixel window with
stride 2). Moreover, are ALL hidden layers equipped with the ReLU non-linearity. Each
architecture is ended with three fully-connected layers, while the first two have 4096 neurons
each and since the third one contains 1000 neurons as it performs classification into 1000
classes. The final layer utilizes the Softmax activation function. See Figure 4.7 for the most
popular topology, which is used in many applications today.

However, in 2014, thus topology was quite different from the ones used in the top-performing
algorithms. The main difference is in the size of convolutional filters. The main idea stems
from the fact that two stacked 3x3 convolutional layers without spatial pooling between them
have an effective receptive field 5x5. Three such layers have a 7x7 effective receptive field.
There are two main differences between this approach and using a single 7x7 convolutional

26



CHAPTER 4. NETWORK ARCHITECTURES

layer. First, this approach can incorporate up to three non-linearities instead of a single
one, which makes decision function more discriminative, Second, this approach decreases the
number of parameters, which can lead to the faster convergence during training. The last
peculiarity of the VGG topology is that after the max-pooling layer is the number of filters
always doubled - this leads to constant computational complexity during the training of each
convolutional layer.

The NN was optimized according to the multinomial logistic regression objective using SGD
with momentum. The size of the mini-batch was 256, and the size of input images is fixed to
224x224 pixels. VGG was trained and tested on the ILSCVRC-2012 dataset [30]. The VGG
architecture won the whole challenge and secured second place in the localization part.

4.8 InceptionNet + NiN

In 2014, Szegedy et al. [50] came with an important milestone in the development of CNN
classifiers. Previous most popular CNNs stacked convolution layers going deeper or add more
filters going wider, hoping to get better performance. This is a very easy and safe way of train-
ing higher quality models, however, this solution intuitively comes with two major drawbacks.
Bigger size means a larger number of parameters, which firstly makes the enlarged network
more prone to overfitting, and secondly, it dramatically increases computational complexity.
Moreover, during the process of neural network designing, it can be tough to choose the right
size of the kernel. This problem stems from the fact that important parts in the image can
be an extremely large variation in size. Generally, a larger kernel is preferred for information
that is distributed more globally, while a smaller kernel is preferred for information that is
distributed more locally.

To address these problems, the authors decided to have multiple filters of different sizes
operating on the same level, which is technically just going wider, but more clever. The
designed module was named inception module, and its standard version can be viewed in Fig
4.8.

Figure 4.8: The standard version of the inception module.

The standard inception module performs convolution with three different sizes of filters, and
additionally, max-pooling (with stride 1) is also performed. All the outputs are concatenated
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and sent to the next neural network block. It should be pointed on the usage extra 1 × 1
convolutions before 3 × 3 and 5 × 5 convolutions and after the max pooling. This approach
is called Network in Network (NiN), and it was first introduced in [51], and though adding
an extra operation seems counter-intuitive, employing additional convolution to decrease the
number of channels of an input spares plenty of computational resources. The usage of such
convolution can be viewed as a very similar operation as the usage of max pooling but for
the channel dimension instead of width and height dimension, nevertheless, with a possible
advantage to learn complex cross-channel information.

Lin et al. [51] also compared the usage of fully-connected layers with the usage of global
average pooling at the end of the network. The main disadvantages of fully-connected lay-
ers are their propensity to overfitting and a huge number of parameters. Therefore, they
replaced these last layers with the global average pooling operation. The idea behind this is
to generate one feature map for each corresponding category of classification tasks in the last
convolutional layer. After that, instead of adding fully connected layers on top of the feature
maps, the average of each feature map is taken, and the resulting vector is fed directly into the
softmax layer. This approach has the following advantages: (1) the convolutional structure
is enforced to correspondence between feature maps and categories; (2) overfitting avoidance;
(3) global average pooling is very robust to spatial transformations. Furthermore, Zhou et
al. [52] showed that fully-convolutional networks have a great ability to encode localization
information despite being trained only for the classification task.

Up to date, there were proposed five different versions of inception net, where with its last
version Inception-Resnet [53] in 2016, the authors reached state-of-the-art results in ILSVRC
challenge.

4.9 Highway Networks

Srivastava et al. [54] presented a method for training of very deep networks utilizing attention
mechanism called Highway networks. The output y of typical plain network is defined as
follows: y = H(x,WH), where H is the transform function followed by an activation function,
x is input and WH are weights. In the highway networks, however, two non-linear transform
T , and C were introduced:

y = H(x,WH) · T (x,WT ) + x · C(x,WC), (4.24)

where T is the Transform gate and C is the Carry Gate. In the final implementation C = 1−T ,
that means:

y = H(x,WH) · T (x,WT ) + x · (1− T (x,WC)). (4.25)

With this more simple implementation, there are interesting conditions for particular T val-
ues:

y =

{
x if T (x,WT ) = 0

H(x,WH) if T (x,WT ) = 1
(4.26)

To further elaborate, when T = 0, the layer passes the input as output directly, whereas, when
T = 1, the highway network performs the same operation as a plain network. That means
that block can smoothly vary its behavior between standard nonlinear transform and simple
passing its input through. The authors tested the method on CIFAR-10 and CIFAR-100
dataset, whereas reached state-of-the-art results on the latter one.
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4.10 ResNet

In 2016, He et al. [55] proposed novel DNN architecture to address a problem of degrada-
tion during training very deep networks. During testing, the authors observed the counter-
intuitive phenomenon - adding more layers to the architecture cause higher training error.
Historically this problem occurred because vanishing/exploding of gradients, however, this
problem has been largely addressed by normalized initialization and intermediate normal-
ization layers. This degradation of training accuracies indicates that not all systems are
similarly easy to optimize. Authors argue that after adding layers to shallower architecture,
these new layers should be trained to the identity mapping, and the other layers should re-
main unchanged. But experiments showed that current solvers probably have problems with
the identity mapping of multiple nonlinear layers and therefore are unable to find such a
solution or comparably good one.

The authors address the degradation problem by introducing a deep residual learning frame-
work. Instead of learning every few stacked layers directly fit a desired underlying mapping,
they let these layers fit a residual mapping. Let H(x) be the desired underlying mapping
of a few stacked layers with x denoting the input to the first of these layers. Based on the
hypothesis that multiple nonlinear layers can asymptotically approximate complicated func-
tions, multiple nonlinear layers should be able to approximate the residual function asymp-
totically, i.e., F (x) = H(x) − x. The original function thus becomes F (x) + x. Although
both forms should be able to approximate the desired functions asymptotically, the ease of
learning is different. The formulation of F (x)+x authors realized by the shortcut connections
as element-wise addition, see Figure 4.9.

Figure 4.9: Residual learning: a building block [55].

Formally is building block defined as:

y = F (x, {W i}) + x, (4.27)

where x is the input vector, y is the output vector of the layers and F (x, {W i}) represents
the residual mapping to be learned. The main advantage of this configuration is that the
computational complexity of the element-wise addition is negligible. The dimensions of x and
F must be equal, however, if this is not the case, then it can be performed a linear projection
of x. The function F can represent multiple fully connected or convolution layers, in the latter
case, the element-wise addition is performed channel by channel. Authors experimented with
F that contains one, two, or three layers, however, if F has only a single layer, no advantages
were observed.

The authors proposed residual nets with a depth of up to 152 layers and evaluated them
on on the ImageNet2012 classification dataset [30]. The models are trained on the 1.28
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million training images. They 152-layer ResNet outperformed state-of-the-art with a top-5
validation error of 4.49%. After that, they combined six ResNets of different depth. This
leads to 3.57% top-5 error rate on the test set. This entry won the 1st place in ILSVRC-2015.
Overall, ResNet has a very high potential for face recognition, and it is probably the most
significant upgrade of neural networks since AlexNet from 2012 [48].

It should be noted, that there exist plenty of modification of original ResNet, for example, pre-
activation ResNet [56] or ResNeXt [57], whereas the former deals with problems of gradient
explosion/vanishing in the shortcut connection, whereas, the latter improves classification
accuracy by increasing the size of set of transformation while maintaining same computational
complexity.

4.11 DenseNet

Densely connected convolutional network (DenseNet) was proposed by Huang et al. [58] and
according to testing this approach has three main advantages: (1) it alleviates the vanishing-
gradient problem; (2) it strengthen feature propagation and encourages feature reuse; (3) it
substantially reduce the number of parameters, because of their efficient usage. The paper is
also Best CVPR2017 article award winner.

Figure 4.10: A 5-layer dense block with a growth rate of k = 4. Each layer takes all preceding

feature-maps as input [58].

The main idea of this architecture is the following: Each layer is connected to every other
layer in feed-forward fashion, i.e., each layer obtains additional inputs from all preceding layers
and passes on its own feature-maps to all subsequent layers. In contrast to ResNet, these
additional features are not summed together, instead, they are combined by concatenation
(Figure 4.10). That means, each layer adds a small set of feature-maps to the collective
knowledge of network, therefore final classifier can make a decision based on all feature-maps
in the network.
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Formally the output of l -th layer is defined as follows:

yl = F ([x0, x1, ..., xl−1]), (4.28)

where [x0, x1, ..., xl−1] refers to concatenation of the feature-maps produces in layers 0,1,..,l -1.
Authors also introduced new hyperparameter - growth rate k. If each function Hl produces
k feature maps, it follows that lth layer has k0 + k × (l − 1) input feature maps, where k0 is
the number of channels in the input layer. It should be noted, that even with a relative small
growth rate the architecture obtains state-of-the art results.

Experiments also show the superiority of this architecture over the standard ResNet, which
is in fact quite similar, however, the small modifications in the architecture lead to substan-
tially different behavior of the two network architectures: (1) feature reuse - all subsequent
layers can access the feature maps learned by any of DenseNet layers; (2) shortcuts provide
additional supervision from loss function; (3) lower computational complexity - DenseNet
reaches better results than ResNet with about 30% fewer parameters.

4.12 PyramidalNet

PyramidNet [59] method enhances ResNet, to by more concrete its pre-activation version
[56]. In comparison with original ResNet, pre-activation ResNet moves ReLU activation
from shortcut-connection path to convolution-layer path, see Fig. 4.11.

Figure 4.11: Comparison of original and pre-activation ResNet. Taken from [56].

With this simple modification, Pre-activation Resnet provides better results. In their ablation
study, authors tried plenty of modifications of the shortcut connection, but the network with
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”clean” shortcuts always provided the best results. This is caused by a potential gradient
explosion/vanishing phenomenon, which can be caused by an identity mapping violation by
the presence of math operation in shortcut connections.

Authors of PyramidNet found out that by gradually increasing the feature map dimension,
instead of increasing the feature map dimensions sharply, the classification accuracy is im-
proved. They also continued experiments with the positions of ReLU and Batch Normaliza-
tion operation within a residual building block.

4.13 Squeeze-and-Excitation Networks

Hu et al. [60] proposed Squeeze-and-Excitation (SE) block, which can be used directly in
existing architectures at minimal additional computational cost (approximately 4% relative
parameter increase), while improves results significantly. The main idea behind the SE block
stems from the statement that during the training, convolutions have to model not only spatial
dependencies but also channel relationships. After adding some tools to model these channel
relationships instead of them, the training of convolutions should be easier, because they can
focus on the spatial dependencies only. Therefore, the main goal of the SE block is to improve
the representation power of a network (increase its sensitivity to informative features) by
explicitly modeling of inter-dependencies between the channels of its convolutional features.

To further elaborate, let’s have following the transformation of an input X ∈ <H′×W ′×C′
to

feature maps U ∈ <H×W×C :

uc = vc ∗X =

C′∑
s=1

vsc ∗ xs, (4.29)

where ∗ denotes convolution, V = [v1,v2, ...,vC ] is the learned set of filter kernels, where
vc = [v1

c ,v
2
c , ...,v

C′
c ], X = [x1,x2, ...,xC

′
] and uc ∈ <H×W . vsc is a 2D spatial kernel

representing a single channel of vc, that interacts with corresponding channel of X. Bias
term is omitted to simplify the notation. Since the output is by default produces by an
unweighted summation through all channels, channel dependencies are implicitly embedded
in vc. That means the dependencies are entangled with the local spatial correlation captured
by the filters.

SE block has to main parts - squeeze part, which embeds global information, and excitation
part, which performs adaptive recalibration, see Fig. 4.12. That means first part squeeze
global information into channel descriptor by performing global average pooling operation.
Formally, a statistic z ∈ <C is generated by shrinking U through its spatial dimensions
H ×W :

zc = F sq(uc) =
1

H ×W

H∑
i=1

W∑
j=1

uc(i, j). (4.30)

Such output can be interpreted as a collection of the local descriptors whose statistics are
expressive for the whole image. To utilize such information, squeeze operation is followed
by a second one (excitation operation), which aims to capture channel-wise dependencies
fully. Such a function should be primary flexible, and it must learn a non-mutually exclusive
relationship. Simple gating mechanism with sigmoid activation meets such criteria:

s = F ex(z,W ) = σ(g(z,W )) = σ(W 2δ(W 1z)), (4.31)
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where δ is the ReLU activation function, W 1 ∈ <
C
r
×C , and W 2 ∈ <C×

C
r . The gating

mechanism is parameterize by forming a bottleneck with two fully-connected layers, first
with reduction ratio r, and then second a dimensionality-increasing layer. The final output
of the block is obtained by rescaling U with the activations s:

x̃c = F scale(uc, sc) = scuc, (4.32)

where F scale(uc, sc) refers to a channel-wise multiplication between scalar sc and the feature
map uc.

Figure 4.12: Squeeze-and-Excitation block. Taken from [60].

Best results were reached with r = 16. Also, because lower layer features are typically more
general, while higher layers produce features with greater specificity, removing the SE block
for the last few layers can improve computation cost dramatically for only a marginal cost of
performance.

4.14 Autoencoders

Autoencoders generally are unsupervised learning techniques used for representation learn-
ing. More specifically, a feed-forward neural network is using the ”bottleneck” structure (also
called bow-tie structure), which enforces to learn compressed knowledge representation of the
original input. The main idea of this structure is, firstly, in an Encoder part compressing the
data from input raw pixels into a feature vector representation (i.e., latent space represen-
tation). Secondly, the Decoder takes these features, and via upsampling produces an output
map (or outputs maps) with the same size, see Figure 4.13.

The network is then trained by minimizing the reconstruction error L(x, x̂), where x is the
original input to the network, and x̂ is its output. As a distance metric can be used l2
distance, for example.

The size of the latent space constrains the amount of information that can be encoded. During
designing the network is important to create the latent space to be big enough to be able
to encode all important information. Nevertheless, it should also be small enough to filter
out all unnecessary information. When the latent space is too big, there is also a much more
significant danger of overfitting.

In the usual implementation of a plain autoencoder, there are no restrictions applied to the
latent space. However, such an approach has its limits, so in 2013, Kingma and Welling
[61] presented Variational Autoencoder (VAE) network. VAE incorporates regularization
by explicitly learning a joint distribution over data via forcing the latent space to follow
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Figure 4.13: Standard autoencoder structure.

a Gaussian distribution. The loss function of the variational autoencoder is the sum of
reconstruction loss and a regularizer, i.e., the negative log-likelihood of a single datapoint
and Kullback-Leibler divergence between Encoder’s distribution and the forced Gaussian
distribution. The first term encourages the decoder to learn to reconstruct data, while the
second one measures how close the two distributions are.
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Loss Functions

The design of loss function is one of the three primary attributes of the modern FR approach.
Such design primary depends on testing protocol, which should be used in, for more informa-
tion, see Section 2.3. In the scenario of closed-set settings, the used algorithm presumes that
the class features are separable, therefore, it is not necessary to learn any margin between
them.

However, things get much more complicated in the case of the open-set classification. Since
it is impossible to classify faces to known identities in the training set, it is necessary to map
faces to a discriminative feature space. Therefore, this scenario can be viewed as a metric
learning problem.

There are two main approaches to design margin between classes according to the used metric:
(1) losses based on Euclidean margin; (2) losses based on Angular and cosine margin.

5.1 Euclidean margin based losses

5.1.1 Softmax loss

Technically, there is no term as such Softmax loss, however, in literature is this term com-
monly used referring cross-entropy loss over the output with a Softmax activation function.
Softmax loss for a mini-batch of size m is defined as follows:

L =
1

m

m∑
i=1

− log
efyi∑n
j=1 e

fj
, (5.1)

where n is number of classes, xi is the input feature with the ground-truth label yi, f denotes
class score vector. In neural networks, f is usually the output of fully-connected layer, so for
i-th training sample can be loss Li reformulate as follows:

L = − log
eW

T
yi
xi+byi∑n

j=1 e
W T

j xi+bj
, (5.2)
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where Wi and bi are weights and bias of last fully-connected layer corresponding to class i,
respectively.

The decision criteria of Softmax is based on the posterior probability, whereas, the tested
will be assigned to the class with the highest one. The main advantages of Softmax loss
are: (1) the score values are easily interpretable because they represent log probabilities for
each class; (2) it does not require any changes in standard ground-truth labels. Its main
disadvantage is the lack of explicit optimization of the features to have a higher similarity
score for positive pairs and lower negative ones. This fact makes usage of Softmax loss in
open-set classification problematic.

5.1.2 Contrastive loss

Contrastive loss [62][63] is a distance-based loss, which means it tries to ensure that samples
from the same class are embedded close together. In other words, the Contrastive loss function
is employed to learn the parameters W in such a way that samples from the same class are
pulled together, and examples from different ones are pushed apart. Unlike Softmax loss,
where the loss is calculated as a sum over samples, the loss function is calculated over pairs
of samples.

Formally, let X1,X2 ∈ < be a pair of input vectors and let Y be a binary label assigned to
this pair (Y = 0, if X1 and X2 are from the same class, Y = 1 otherwise). Then Contrastive
loss for one pair is defined as follows:

L = yd+ (1− y) max(m− d, 0)2, (5.3)

where m is a margin used to ”tighten” the constraint, d is Euclidean distance d = ||f1− f2||2
between the two features f1 and f2 derived from input vectors X1 and X2 respectively.

Contrastive loss is mostly used with a Siamese network structure, which is a feed-forward
network with two identical branches with shared parameters. Each pair sample is used as
input to one of these branches to obtain the embedding. The main advantage of the Con-
trastive loss is its low computational complexity, easy implementation, and ability to produce
discriminative embedding even for open-set classification protocol. The main disadvantage
is the necessity of data pairs, which usually means additional preprocessing of the training
data.

5.1.3 Triplet loss

In 2015, Schroff et al. [64] presented a novel loss function, which can be viewed as an
extension of Contrastive loss. Instead of sample pairs, Triplet loss is using triplets, which
always contains one anchor sample xa, one positive sample xp from the same class as the
anchor sample, and one negative sample xn from a different class. Given these three samples,
we want to be valid the following equation:

||xa − xp||22 + α < ||xa − xn||22, ∀(xa, xp, xn) ∈ T, (5.4)
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where α is margin enforced between positive and negative pairs, and T is the set of all possible
triplets in the training set. The triplet loss for one triplet is then defined as follows:

Ltr =
[
||f(xa)− f(xp)||22 − ||f(xa)− f(xn)||22 + α

]
+
, (5.5)

where f(∗) are feature vectors (embeddings) derived from their respective inputs.

Therefore, during training, a network is trying to produce such embedding, that positive
sample is closer to anchor than a negative one, see Fig. 5.1.

Figure 5.1: Triplet loss training. Taken from [64].

The main advantage of Triplet loss is its very effective mapping to compact Euclidean space,
huge representation efficiency, and very good results for open-set classification tasks. How-
ever, there exist a huge number of possible triplets, whereas a big portion of them already
fulfill Eq. 5.4. It means that during the training of the network is necessary to select only
the triplets, which violates this constraint. Training is very slow and ineffective otherwise.
Unfortunately, it is impossible to compute all these triplets in advance, therefore, triplets are
usually generated online during the training. This brings a big computational complexity of
the Triplet loss. Moreover, experiments showed the loss is very greedy for a large amount of
the training data and that it generally reaches much better results with big mini-batch size.

5.1.4 Center loss

In order to enhance the discriminative power of deeply learned features, Wen et al. [65]
proposed Center loss. The Center loss simultaneously learns a center for features of each
class and penalizes the distance between the features and their corresponding class centers.

Center loss is defined as follows:

LC =
1

2

m∑
i=1

||xi − cyi ||22, (5.6)

where xi is an input feature with the ground-truth label yi, cyi denotes the yith class feature
center, and m is mini-batch size. In an ideal case, the center for each class will be calculated
from the whole training set. However, this approach is very impractical, so the centers are
updated in each training iteration based on mini-batch. To avoid large changes caused by a
few mislabeled samples, α parameter is used to control the learning rate of centers:

∆cj =

∑m
i=1 δ(yi, yj)(cj − xi)
1 +

∑m
i=1 δ(yi, yj)

, (5.7)
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where δ(·, ·) is the indicator function. To further improve the loss performance, Softmax loss
supervision is utilized:

L = LS + λLC , (5.8)

where λ is balancing parameter usually fixed to λ = 0.003. In comparison with Contrastive
and Triplet loss, Center loss reaches very similar results with more efficiency and without any
further training data preprocessing (i.e., pairs or triplets creation). Moreover, Center loss is
much easier to implement and incorporate into the standard neural network architectures.

5.2 Angular and cosine margin based losses

5.2.1 Angular Softmax loss

In 2017, Liu et al. [7] presented novel loss function - Angular Softmax loss (A-Softmax).
A-Softmax addresses the problem of the original Softmax, which does not explicitly optimize
the features to have a higher similarity score for positive pairs and lower for negative ones.

Presuming standard CNN, first step towards the A-loss is a very simple reformulation of the
original Softmax:

Li = − log
eW

T
yi
xi+byi∑n

j=1 e
W T

j xi+bj
= − log

e||W yi || ||xi|| cos(θyi ,i)+byi∑n
j=1 e

||W j || ||xi|| cos(θj ,i)+bj
, (5.9)

where θj,i(0 ≤ θj,i ≤ π) is the angle between vector W j and xi. Experimental results showed,
that weight normalization, i.e. ||W i|| = 1 and bi = 0 slightly improves results, because the
prediction is then dependent only on the angle between the feature vector and weight vector,
which helps the network with its training. Therefore, modified Softmax loss gets following
form:

Lmodified = − log
e||xi|| cos(θyi,i)∑n
j=1 e

||xi|| cos(θj,i)
. (5.10)

Unfortunately, features learned by such loss function are still not necessarily discriminative.
Since angles are used as the distance metric, it is natural to incorporate angular margin to
learned features to enhance the discrimination power.

Assume a learned feature x from class 1, modified Softmax requires cos(θ1) > cos(θothers)
to correctly classify x. Using this condition margin m is incorporated, i.e. cos(mθ1) >
cos(θothers). This is making the decision more stringent than previous one:

Lang = − log
e||xi|| cos(mθyi,i)

e||xi|| cos(mθyi,i) +
∑

j 6=yi e
||xi|| cos(θj,i)

, (5.11)

where θyi,i has to be in the range of [0, πm ]. To get rid of this restriction, the authors designed
a piece-wise monotonic function.

The main advantage of A-Softmax is that it can be trained the same way as classic Softmax.
Unfortunately, A-Softmax has problems with convergence leading to training instabilities.
To overcome this problem is recommended to incorporate standard Softmax supervision or
pretraining. Another disadvantage is the difficulty of A-Softmax implementation.
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5.2.2 COCO loss

In 2017, Liu et al. [66][67] address problem of open-set large-scale face recognition by intro-
ducing Congenerous cosine (COCO) loss. Same as other losses in this section, COCO loss
is optimizing the cosine similarity among data. It inherits the Softmax property to make
inter-class features discriminative. Moreover, it shares the idea of the class centroid in metric
learning. However, in previous works (see Subsection 5.1.4), the center is a temporal, statis-
tical variable withing one mini-batch during training without any consulting to the network
parameter update. This can lead to unstable training or even stopping the training.

On the other hand, COCO loss updates centroids simultaneously during the network training.
To be more concrete, let xi be the feature vector of i-th sample with label yi. Cosine similarity
of two features is then defined as follows:

C(xi, xj) =
xTi xj

||xi|| ||xj ||
. (5.12)

Let denote K the total number of classes naive algorithm wants to maximize the following
loss:

Lnaive =
∑
i,j∈β

δ(yi, yj)C(xi,xj)

[1− δ(yi, yj)]C(xi,xj) + ε
, (5.13)

where β denotes the mini-batch, δ(·, ·) is the indicator function and ε is a trivial number for
computational stability. Such design is reasonable in theory but suffers from computational
inefficiency and unstable parameter update, therefore unstable convergence.

To address these flaws, COCO loss uses the centroid for each class and thus enforcing features
to be learned around these points. The centroid for class k is defined as follows:

ck =
1

Mk

∑
i∈β

δ(yi, yj)xi, (5.14)

where Mk is the number of samples that belong to class k within the mini-batch. Incorpo-
rating class centroids into traditional Softmax loss:

Lupgraded =
∑
i∈β

eC(xi,cyi )∑
n6=yi e

C(xi,cn)
, (5.15)

where n is a class index. Such approach measures the distance of one sample against other
samples by way of the class centroid instead of direct pairwise comparison. The numerator
ensures sample i is close enough to its class center cyi , and denominator enforces a minimal
distance against samples in other classes.

To further improve loss performance, the features and centroids are normalized by l2 norm
and then scale the features by scale factor α before feeding them into the loss layer:

ĉk =
ck
||ck||

, x̂i =
αxi
||xi||

. (5.16)

So the final loss to minimize will have the following form:

LCOCO = − log
eĉ

T
k x̂i∑

n e
ĉTn x̂i

. (5.17)
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Note that both the features and cluster centroids are trained end-to-end during network
parameters update.

The main advantages of COCO loss are its easy implementation, training stability, and very
good results for large-scale face recognition. The main disadvantage is its very long training
and the necessity to ”calculate” new centroids in every training iteration.

5.2.3 Arc loss

Inspired by A-Softmax, Deng et al. [68] presented their loss function - Arc loss. During
experiments was observed that the networks learn to respond to the quality of the image
by the L2-norm of its feature descriptor. To further elaborate, for good quality frontal face
images have a high L2-norm while blurry faces with extreme pose have low L2-norm, see Fig.
5.2.

Figure 5.2: Comparison of L2-norms for different facial images. Taken from [69].

This is caused by the fact Softmax loss is weak in modeling difficult or extreme samples,
therefore, the loss gets minimized by increasing L2-norm of features for easy samples and
ignoring hard ones. That means, the trained network learns to respond to the quality of the
image by the L2-norm of its feature descriptor, which is a very unwanted element. Also,
the gradient norm may be extremely large when the feature from the low-quality image is
very small, which potentially increases the risk of gradient explosion. So it is logical to add
L2-constraint to the feature descriptor and restrict features to lie on a hypersphere of a
fixed radius s. Such L2-normalization can be easily implemented and significantly boost the
performance of the face verification.

Wang et al. [70][71][72] modified A-Softmax by usage additive cosine margin m instead of
original multiplicative one. Cosine loss is then defined as follows:

Lcos = − log
es(cos(θyi )−m)

es(cos(θyi )−m) +
∑

j 6=yi e
s cos θj

. (5.18)

Compare to A-Softmax, Cosine loss has three advantages: (1) It’s much easier to implement;
(2) It provides much better convergence without the necessity of using additional Softmax
supervision; (3) It reaches better results overall.
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Although an improvement, which Cosine loss provides, the angular margin has a more clear
geometric interpretation compared to cosine margin, and the margin in angular space corre-
sponds to the arc distance on hypersphere manifold, see Fig. 5.3.

Figure 5.3: Angular margin. Taken from [68].

Arc loss is defined as follows:

Larc = − log
es(cos(θyi+m))

es(cos(θyi+m)) +
∑

j 6=yi e
s cos θj

. (5.19)

Apart from the best geometric interpretation, Arc loss also reaches the best results, and its
implementation is straightforward and intuitive. For better intuition of decision boundaries
difference, see Table 5.1

Table 5.1: Decision boundaries of different loss functions for two classes.

Loss Functions Decision Boundaries

Softmax (W 1 −W 2)x+ b1 − b2 = 0

W-Norm Softmax ||x||(cos θ1 − θ2) = 0

Angular Softmax ||x||(cosmθ1 − cos θ2) = 0

F-Norm A-Softmax s(cosmθ1 − cos θ2) = 0

Cosine loss s(cos θ1 −m− cos θ2) = 0

Arc loss s(cos(θ1 +m) + cos θ2) = 0
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Chapter 6

Generative Adversarial Networks

Generative Adversarial Networks (GANs) were introduced by Goodfellow et al. [34] in 2014
and have had a huge success since then. Their popularity stems from the fact, they are first
effective generative models based on neural networks (all standard implementation before
were discriminative models). The main advantage of generative models is its ability to gen-
erate new unseen content. To be more specific, discriminative models care about the relation
between sample x and its label y, i.e., during the training process, they are learned to predict
correct label y based on the input x (=supervised learning). Meanwhile, generative models
care about how to model x from data distribution (=unsupervised learning).

Standard GAN is composed of two feed-forward neural networks - generator G, and discrim-
inator D. The generator’s task is creating a new, synthetic sample xg based on its input,
which is n-dimensional noise vector z (sometimes also called latent space). On the input of
discriminator are fed real images xr from the ground-truth dataset or fake images generated
by the generator xg. The discriminator’s task is to reveal the fake images, whereas the gen-
erator is trying to generate images as real as possible to fool the discriminator, see Figure
6.1.

Figure 6.1: Scheme of standard Generative Adversarial Network. Taken from [73].

With such setup, the two networks are trying to beat each other, and, doing so, they are both
becoming better and better via the training process. From a game theory point of view, this
setting is a minimax two-player game where the equilibrium state corresponds to the situation
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where the generator produces data from the exact target distribution as ground-truth data
and where the discriminator predicts ”real” or ”fake” with probability 1

2 for any sample it
receives. Such a state is called the Nash equilibrium.

The expected value function (also often called as Adversarial loss) of the discriminator can
be expressed as:

V (G,D) =
1

2
Ex∼pr [logD(x)] +

1

2
Ez∼pz [log(1−D(G(z)))], (6.1)

where pr is real data distribution and pz is fake data distribution. The goal of the generator is
to fool the discriminator, so the generator is naturally trying to minimize this value function.
On the other hand, the discriminator is trying to distinguish between real and fake data,
therefore, is maximizing this value:

min
G

(max
D

E(G,D)). (6.2)

Therefore, the best possible discriminator is the one which maximizes:

Ex∼pr [logD(x)] + Ez∼pz [log(1−D(G(z)))]. (6.3)

And the best possible generator is the one which minimizes:

Ez∼pz [log(1−D(G(z)))]. (6.4)

However, the training of GANs is a challenging problem. There are two main possible un-
wanted results: (1) lack of convergence; (2) mode collapse.

The problem with convergence mostly stems from an unbalance speed of the training of
generator and discriminator. Basically, there are two possible reasons. Firstly, the generator
is trained faster and become superior to the discriminator. In this situation, the generator
produces perfect images (from the discriminator point of view), and the discriminator is,
therefore, unable to distinguish between fake and real ones. This leads to the stopping of the
training. Secondly, the discriminator is trained much faster and become flawless in revealing
fakes. In such a situation, the generator does not know how to improve itself, because, despite
all of its efforts, it can not fool the discriminator. This again leads to the stopping of the
training. There exist different strategies to prevent these problems. The discriminator is
usually trained faster than the generator, therefore, a very common simple heuristic strategy
is to perform two weight updates of the generator for every discriminator update. Another
very popular strategy includes tracking of loss of both GAN parts and stops training of some
of them when its loss becomes much lower than the loss of the second part.

During the training, there does not exist any lever to force the generator to generate different
outputs. This can lead to mode collapse when the generator learns to generate only a few
different outputs, but entirely real, and completely ignore the others. The discriminator is
then unable to distinguish between real and fake ones. Let’s mention an example of a numeral
generation. The generator may decide during the training, that it is much easier for it to
generate only numerals 1, and 9 and totally ignore the other possibilities. Such a system can
produce very realistic images of numerals 1 and 9, however, it is unable to produce anything
else.

There are two basic approaches to prevent the mode collapse. Firstly, it is provided some
information about a wanted sample to the generator and also to the discriminator (for exam-
ple, information for the generator which numeral should be generated and information for the
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discriminator which numeral should be on the image). This approach is called Conditional
GAN, for more information, see Section 6.2.

Secondly, it is possible to employ Wasserstein distance instead of standard Adversarial loss
(Eq. 6.1). The Wasserstein distance (or the EM distance) is the minimum cost of transporting
mass, which can also be used for the distance calculation between two different distributions.
In our case, between real data distribution pr and the distribution of generated data pg:

W (pr, pg) = inf
γ∈Π(pr,pg)

E(x,y)∼γ [||x− y||], (6.5)

where Π(pr, pg) denotes the set of all joint distributions γ(x, y) whose marginals are respec-
tively pr and pg. In other words, Π is the set of all possible transport plans γ from point x
to point y as to make x follows the same probability distribution of y. Using Kantorovich-
Rubenstein duality is Wasserstein distance reformulated as follows:

W (pr, pg) =
1

K
sup

||f ||L≤K
Ex∼pr [f(x)]− Ex∼pg [f(x)], (6.6)

where f is a 1-Lipschitz function following this constraint:

|f(x1)− f(x2)| ≤ |x1 − x2|. (6.7)

Such a function can be parameterized by a set of weights w. In the modified GAN utilizing
Wasserstein distance (called Wasserstein GAN [74]) is the discriminator model (called critic)
used to learn w to find optimal fw. The loss function is then defined as follows:

L(pr, pg) = W (pr, pg) = max
w∈W

Ex∼pr [fw(x)]− Ez∼pz [fw(G(z))]. (6.8)

The critic is not directly distinguishing fake and real samples, it is trained to compute Wasser-
stein distance instead. However, the smaller the distance gets, the generator’s output distri-
bution is closer to the real data distribution.

The major problem is to maintain the 1-Lipschitz continuity of fw during the training. To
enforce the constraint, Wasserstein GAN (WGAN) is using clipping of the weights w to
restrict the maximum weight value, resulting in a compactness parameter space W and thus
fw obtains its lower and upper bounds to preserve Lipschitz continuity. However, even authors
admitted that weight clipping is a terrible way to enforce Lipschitz constraint because it leads
to slow convergence and sometimes to vanishing gradients. Gulrajani et al. [75] replaced
weight clipping with a gradient penalty, which leads to significant improvements.

6.1 VAEGAN

VAEGAN [76] [77] is an approach combining standard Generative Adversarial network and
Variational Autoencoder. The main disadvantage of Autoencoders is the necessity of the
design of the appropriate distance metric (used for the calculation of the input-output dif-
ference), which can be really dependent on the task. The most popular metric is l2 distance,
which provides reasonable results for a big variety of tasks. However, Autoencoders using l2
produce blurry images. This directly stems from the nature of l2 distance when it is much
easier for the network to produce only ”average features” (and more or less meet required
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criteria) and therefore stuck in some local minima during the training process. The con-
tent of such generated images is usually very real, nevertheless, for a human, it is easily
distinguishable from the real images.

To overcome this flaw, the VAEGAN approach is utilizing another neural network (discrimi-
nator) instead of engineered designed metric distance, see Fig. 6.2. Same as in a plain GAN,
the discriminator in VAEGAN can reveal fake images, and therefore, it forces generator to
improve its output.

Figure 6.2: Overview of VAEGAN approach - combining a VAE with a GAN. Taken from

[76].

Figure 6.3: An example of the latent space arithmetic.

From the GAN point of view, the encoder addition allows the system to encode real images
to the latent space. The latent space codes z can be then used as discriminative features
for the encoded real images. Moreover, despite the unsupervised manner of the training and
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without any additional constraints on the latent space, in the latent space works latent vector
arithmetic phenomenon. Encoding and decoding is a highly non-linear process, however, some
linearity is preserved. Experiments show, it is easier to learn to map similar inputs close to
each other, whereas different ones far from each other. Thanks to this phenomenon, a good-
trained encoder naturally holds big clustering ability across image attributes despite the lack
of any additional information about them.

For example, let’s assume, VAEGAN is trained to generate images of numerals. By subtract-
ing z0s, which is latent vector belonging to an image of ”slope” zero, from z0n, which is latent
vector belonging to an image of ”normal” zero, and by adding this subtract to z6n, which
is latent vector belonging to an image of ”normal” six, it is get z6s, which is latent vector
belonging to ”slope” six, see Figure 6.3.

6.2 Conditional GAN

Mode collapse is a real problem for traditional GAN approaches. Condi-GAN [78] addresses
this problem by providing additional information about the class label y to both generator,
and discriminator, see Fig. 6.4. From the generator’s perspective, these labels act as an
extension to the latent space z, whereas it is usual to concatenate the label vector with z
vector directly.

Figure 6.4: Conditional GAN. Taken from [79].

Results of the two-player minimax game are now not only dependent on the degree of the
realness of the generated images, but also on the fact if the images look like other images
from the corresponding class. During the training process, for the discriminator, it should be
very easy to reveal the fake image when it looks like perfectly real numeral 0, however, the
provided label says it should be numeral 6. The value function of the Conditional GAN is

46



CHAPTER 6. GENERATIVE ADVERSARIAL NETWORKS

defined as follows:

V (G,D) =
1

2
Ex∼pr [logD(x|y)] +

1

2
Ez∼pz [log(1−D(G(z|y)))]. (6.9)

Conditional GAN successfully fights against mode collapse, but for the cost of the necessity
of data labels.

6.3 DR-GAN

Pose-invariant FR is still a real challenge even for modern FR approaches. Obtaining face
identity representation completely disentangled from any external conditions is the holy grail
of FR algorithms. Disentangled Representation GAN (DR-GAN) [79] is an approach effec-
tively providing representation disentangled from pose variations. Moreover, thanks to the
encoder-decoder structure, the generator can frontalize or rotate a face to an almost arbitrary
pose.

Beside standard GAN structure, DR-GAN is utilizing encoder, which gives it an option to
obtain representation f(x) of a real image during the testing phase. Moreover, latent space z
is enriched by pose information c. With the addition of the two independent parameters, the
generator is forced to generate x̂ independently on the original pose of x. Also, the encoder is
trying to ease the generator’s job by encoding x independently on its pose because they are
both penalized when discriminator reveals a fake image, therefore, it is important for them
to work together against the discriminator.

Figure 6.5: DR-GAN. Taken from [79].

DR-GAN’s discriminator, instead only revealing fake images, has two main tasks. Firstly, it
is classifying its input to d + 1 classes, where d is the number of identities in the training
set, and the last class is assigned to fake images. Secondly, it classifies input’s face pose into
p pose classes. The generator is then penalized not only for generating an unrealistic facial
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image, but also for generating face from incorrect class or in the wrong pose, see Fig. 6.5.
DR-GAN’s error is then defined as follows:

max
D

VD(D,G) = E(x,y)∼pd [logDd
yd(x)+logDp

yp(x)]+E(x,y)∼pd,z∼pz ,c∼pc [log(Dd
Nd+1(G(x, c, z)))],

(6.10)
max
D

VG(D,G) = E(x,y)∼pd,z∼pz ,c∼pc [log(Dd
yd(G(x, c, z))) + log(Dp

yt(G(x, c, z)))]. (6.11)

The authors also expand plain DR-GAN with the possibility of extracting feature represen-
tation from an arbitrary number of images of a single person simultaneously.

6.4 FaceID-GAN

Typical GAN approaches are formulated as a two-player game, where a discriminator dis-
tinguishes real face images from synthesized ones, while a generator reduces its discrimi-
nativeness by synthesizing more and more realistic faces. Unlike these typical approaches,
FaceID-GAN [80] threats a face classifier as the third player, competing with the generator
by distinguishing the identities of real and synthesized faces. A stationary training point is
then reached when the generator produces high-quality images with a well-preserved identity.
Moreover, the face classifier is used to extract identity features from both input (real) and
output (synthesized) images of the generator, which ensures that the real and synthesized
images are projected into the same feature space and alleviate the training difficulty of typical
GAN.

FaceID-GAN is utilizing both the discriminator D and the additional identity classifier C.
Given d different identities, the classifier C classifies the input into 2d classes, whereas there
exist two classes for each identity, one for real images and one for the fakes. This pushes
real and synthesized domains as close to each other as possible. For even better results,
there is incorporated shape estimator P to project facial images into a shape feature space,
representing pose and expression. The main advantage of the Face-ID GAN is the possibility
to employ other additional estimators easily. The final pipeline of the Face-ID GAN approach
can be seen in Fig. 6.6.

Figure 6.6: FaceID-GAN pipeline. Taken from [80].

FaceID-GAN outperforms the other state-of-the-art approaches in identity preservation, and
also the capability to control pose and expression. It also provides images of very good
quality, but PG-GAN outperforms Face-ID GAN in this domain.
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6.5 PG-GAN

The key idea of Progressive Growing GAN (PG-GAN) [81] is to grow both the generator
and the discriminator progressively. Training starts from a low resolution, and by adding
new layers, model increasingly fine details of its output (in the paper authors started with
the resolution of 4 × 4 pixels and ended with the resolution of 1024 × 1024 pixels). This
both speeds the training up and greatly stabilizes it, allowing PG-GAN to produce images
of state-of-the-art quality.

Later in 2018, Shaobo Guan proposed Transparent Latent-space GAN (TL-GAN) [82] TL-
GAN is based on original PG-GAN, which is modified with the ability to control the genera-
tion process. It offers users the ability to tune one or multiple features using a single network
gradually. To achieve this goal, it is necessary to understand latent space representation
and find features axes in it. Separate feature extractor is therefore trained using which is
established link between latent space z and features y, see Fig. 6.7. The main advantage of
this approach is that to add a new feature is not necessary to re-train the GAN model, but
only to establish the link between latent space and the new feature.

Figure 6.7: TL-GAN structure. Taken from [82].

6.6 Pix2pix

Image-to-image translation (image modality change) is a very popular task nowadays, because
of the variety of its real-world application. Probably the best existing supervised method is
Pix2pix [83], which based conditional adversarial network. Its main advantage is efficiency
across many different generic tasks.

Pix2pix has a traditional pipeline - generator (with two parts - encoder and decoder), and
discriminator. The loss function of GAN can be expressed as:

LGAN (G,D) = Ex,y[logD(x, y)] + Ex,z[log(1−D(x,G(x, z))]. (6.12)

Moreover, the authors found out it is beneficial to mix the GAN objective with some tra-
ditional loss. This motivates the generator to produce images corresponding with original
inputs. Testing also showed that L1 distance is more suitable than L2 distance because it
encourages less blurring:

L1(G) = Ex,y,z[||y −G(x, z)||1]. (6.13)
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Final loss function is then defined as follows:

L = min
G

max
D

LGAN (G,D) + λL1(G), (6.14)

where λ is proportionality constant.

Inspired by U-Net [84], the generator has encoder-decoder structure with additional skip
connections between each layer i in the encoder and layer n-i in the decoder, where n is the
total number of layers. The skip connections are implemented as channel concatenation of
all channels at layer i with those at layer n-i. Such skip connections allow better propagation
of information through the network, see Fig. 6.8.

Figure 6.8: U-Net. Taken from [83].

To further overcome blurry results on image generation, instead of the standard discriminator,
the authors utilized Markovian discriminator. Markovian discriminator penalized structure
at the scale of patches rather than penalizing an image as a whole. In other words, Markovian
discriminator tries to classify if eachN×N patch in an image is real or fake. The discriminator
is run convolutionally across the image, averaging all responses to provide the ultimate output
ofD. Markovian discriminator not only fights against blurriness but also has fewer parameters
and can be applied to arbitrary large images.

6.7 UNIT/MUNIT

The main disadvantage of the Pix2pix method is the necessity of training data in the form
of image pairs. To overcome this problem, UNIT [85] aims at unsupervised learning a joint
distribution of images in different domains using images from the marginal distributions
in individual domains assuming shared-latent space. By shared-latent space assumption is
meant that a pair of corresponding images (x1, x2) from two different domains X1, X2 can
be mapped to the same latent code z in a shared-latent space Z. Such an assumption also
implies cycle-consistency.

UNIT framework is based on one VAEGAN for each domain, i.e. it consist of two domain
encoders E1 and E2, two domain generators G1 and G2, and two domain discriminators D1

and D2. To enforce the shared-latent space, the last few layers (high-level layers) of encoders,
and the first few layers (high-level layers again) of generators are sharing their weights, see
Fig. 6.9. During the training, for image x1 there are performed two main operation - image
reconstruction x̂1

1→1 = G1(E1(x1)), and image translation x̂1
1→2 = G2(E1(x1)).
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Assuming image reconstruction, image translation, and cycle-consistency, the final loss is
defined as follows:

L = min
E1,E2,G1,G2

max
D1,D2

LV AE1(E1, G1) + LGAN1(E1, G1, D1) + LCC1(E1, G1, E2, G2)+

LV AE2(E2, G2) + LGAN2(E2, G2, D2) + LCC2(E2, G2, E1, G1).
(6.15)

LV AE1 is defined as follows:

LV AE1 = λ1KL(q1(z1|x1)||pν(z))− λ2Ez1∼q1(z1|x1)[log pG1(x1|z1)], (6.16)

where λ1 and λ2 are proportional constants and pν(z) = N (z|0, I) is a zero mean Gaussian.

LGAN1 is given:

LGAN1(E1, G1, D1) = λ0Ex1∼Px1
[logD1(x1)] + λ0Ez2∼q2(z2|x2)[log(1−D1(G1(z2)))], (6.17)

where λ0 is proportional constant again.

Finally, LCC1 is defined as follows:

LCC1(E1, G1, E2, G2) = λ3KL(q1(z1|x1)||pν(z)) + λ3KL(q2(z2|x1→2
1 )||pν(z))−

λ4Ez2∼q2(z2|x1→2
1 )[log pG1(x1|z2)],

(6.18)

where λ3 and λ4 are proportional constants once more. The loss functions LV AE2 , LGAN2 , andLCC2

has the same form with appropriate indexes.

Figure 6.9: UNIT framework. Taken from [85].

UNIT effectively translate images between two domains, however, it has its limitations. First,
the translation model is unimodal due to the Gaussian latent space assumption, and second,
training is sometimes unstable.

MUNIT [86] framework scraps deterministic assumption about one-to-one mapping, and in-
stead, it assumes that the image representation can be decomposed into a content code that
is domain-invariant, and a style code that captures domain-specific properties. To translate
an image to another domain, it recombines its content code with a random style code sampled
from the style space of the target domain. In other words, instead of a fully-shared latent
space, MUNIT assumes that only part of the latent space (domain-invariant) is shared across
domains, whereas the other part is domain-specific.
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The MUNIT framework consists of an encoder, a decoder, and a discriminator for each
domain. The model is trained with adversarial losses that ensure the translated images to be
indistinguishable from real images in the target domain, as well as bidirectional reconstruction
losses that reconstruct both images and latent codes. Again, MUNIT enables two modes -
image reconstruction and cross-domain translation. Overall, MUNIT approach surpasses the
quality and diversity of other unsupervised methods and is comparable to the state-of-the-art
supervised approaches.
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Single Image-Based Recognition

7.1 Engineered-based methods

Engineered-based methods use engineered-based features for FR and can be classified into two
categories: the local feature-based methods and the local appearance-based methods. Initial
FR methods mostly used this approach. Local feature-based methods detect the position of
local features first and then extract features on these positions, while local appearance-based
methods partitions the face image into sub-regions, and based on these, they extract features
directly.

7.1.1 Local feature-based methods

In 1993, Brunelli and Poggio [87] developed a FR system that extracts a vector of 3 geometri-
cal facial features to form a 35-dimensional vector. They reported 90% recognition ration on
a dataset of 47 people (4 images per person) while using a Bayes classifier. Despite the very
low storage cost of such a system, this approach has two main disadvantages: geometrical
features can be hard to be extracted, and primarily geometrical features alone are not entirely
sufficient to represent a face because a lot of useful information is irretrievably lost.

Two research directions try to solve these problems of the geometrical features [88]. The first
direction focuses on better facial features detection. There are two main aspects of detection
- robustness, and accuracy. Intuitively, the larger number of features points is obtained, the
tighter semantic correspondence that can be achieved. This direction is subject to a lot of
studies [89][90], but despite all the efforts, the problem of the facial feature points detection
can be hardly called solved.

The second direction is focused on finding more powerful local representation methods rather
than purely geometrical ones (in practice, approaches from both directions are combined to
reach the best possible results). Manjunath et al. [91] presented a method based on facial fea-
ture points representation with Gabor wavelet decomposition [92]. There are extracted two
kinds of information for each feature point - local information Si and feature information qi.
Feature information qi is a vector defined as follows: qi = [Qi1(x1, y1, θ1), ...,QiN (xN , yN , θN )],
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where N is q’s predefined number of neighbors Q represented by the spatial and angular dis-
tance. According to these vectors is constructed a topological graph (two feature points in
some spatial range with minimal distance are connected with an edge) and FR is formu-
lated as a graph matching problem. The graph matching is divided into two parts: the
similarity between feature points and global topology similarity. Manjunath et al. reported
86% recognition rate on a dataset of 86 people, containing express and pose variation. The
main disadvantage of this approach is the impossibility of any graph modifications after its
construction.

Another used approach is the Elastic Bunch Graph Matching (EBGM) - graph matching
method proposed by Wiskott et al. [93]. As in [91], a topology graph is constructed first
with each node attached to one or several specific Gabor wavelets (see Fig. 7.1). The
main advantage of these Gabor features is that they are robust against illumination changes,
distortion, and scaling. The upgrade of this method compared to [91] is the second step of
graph matching (the first step is very similar) - a deformable matching algorithm is employed,
which means each node of the graph is allowed to change its scale and position according
to the facial appearance variations. Although this method showed big robustness against
appearance changes and it was among the best-performing ones in the FERET competition
[8] of 1996, it has three serious drawbacks. The first one is its high computational complexity.
The second one is a common problem of all feature-based methods - the algorithm uses the
information only from feature points positions and discards the rest of the image. The last
one is a requirement of the manual placement of the graph for the first 70 faces before
the elastic graph matching becomes adequately dependable, however, this drawback was
overcome by Campadelli and Lanzarotti [94] by using parametric models. In 2013, Biswas et
al. [95] presented a very similar approach, but instead of Gabor features, they described each
landmark with SIFT features [96]. They used then the concatenation of these SIFT features
of all landmarks as the face representation for FR task.

Figure 7.1: Elastic Bunch Graph matched to faces. Image taken from [91].

There exist some other successful variations to this approach that replace Gabor features by
a graph matching algorithm [97]. Another variation uses Histograms of Gradients (HoGs)
instead [98]. The main advantage of HoGs is their invariance to illumination and shadow-
ing [99]. The last but not the least important variation was made by Kepenekci et al. [100].
The main idea of their approach is to use candidates automatically chosen by Gabor filter
for face representation. There is an assumption that since the resulting feature points are
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different face to face, the possibility of finding class-specific features is increased. More-
over, Kepenekci’s approach also has lower computational complexity than traditional EBGM
and is better suitable for handling occlusion. In 2014, Lenc presented SIFT based adapted
Kepenekci’s method in his doctoral thesis [101].

Gao et al. [102] proposed a geometrical feature descriptor called Directional Corner Point
(DPC). A DPC is a feature point with additional information about the connectivity to its
neighbors. The experiments show that this configuration is economical and add robust to
illumination changes.

The features gaining some popularity in recent years are Local Binary Patterns (LBP)
[103][104]. In 2013, Chen et al. [105] extracted multi-scale LBP features from patches around
27 landmarks. After that, these features from all patches were concatenated to become a
high-dimensional feature vector. Concatenating the features of all landmarks across the face
brings highly nonlinear intrapersonal differences. To overcome this problem, Ding et al. [106]
employed Dual-Cross Patterns (DCP) features. DCP of landmarks belonging to the same
facial component was concatenated as the component’s descriptor.

Li et al. [107] presented feature points detection based on a generic 3D face model. Similar,
but more accurate approach choose Yi et al. [108] in 2013. They used a 3D morphable face
model with 352 pre-labeled landmarks to which 2D face image is aligned using the weak
perspective projection model [109]. After that, there are 352 landmarks projected to the 2D
image. Lastly, Gabor features are extracted from the found positions of the landmarks and
concatenated into a feature vector.

In summary, local feature-based methods offer relatively high robustness to translation and
rotation variations in the input image, low computational complexity, high speed and can
deal with one sample problem. Unfortunately, they depend critically upon the accurate
feature points detection, which is hardly a solved problem. Another disadvantage is that the
implementer of these methods has to make an arbitrary decision about which features should
be used. This is not an easy decision because the number of features has to be as low as
possible, but simultaneously the features have to be sufficiently informative.

7.1.2 Local appearance-based methods

Local appearance methods divide face images into local regions and extract features from
them. Local appearance-based methods generally include four following steps: local region
partitions, local feature extraction, feature selection, and classification (see Figure 7.2). It
should be noted that not every step is compulsory, some of them can be united into one or
omitted (feature selection). More details about these steps are given below.

Local region partition: Firstly, it is necessary to define local regions, which means it
should be decided about region shape, region size, and overlapping. The most commonly
used region shape is a rectangular window, but elliptical and strip regions are also used. The
size can be very diverse, and there is not any general precedent about using overlapping.

Local feature extraction: Once the local regions are defined, local features can be chosen.
Each local feature has its advantages and disadvantages (robustness again, different lighting
conditions, noise, pose, etc.). Among most widely used features belong gray-value features
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[110], HoGs [99], Gabor wavelets [92], and Haar wavelets [111].

Feature selection: Due to the fact that in the previous step is usually extracted the big
amount of features, it is essential to select only the most important ones. This is ensured by
employing feature selection methods as PCA [112] or LDA [113].

Classification: There are two main approaches - combining classifiers (each classifier is
applied to only one feature, and the final decision is made according to major vote, weighted
sum, or probabilistic measure) or one classifier trained on all features.

Figure 7.2: General scheme of local appearance based methods. Image taken from [88].

In 2002, Martinez [114] proposed a local probabilistic approach to recognizing imprecisely lo-
calized, partially occluded, and expression variant face from a single sample per person. His
algorithm divides the face into six overlapping elliptical areas. The same areas of each face
generate a face subspace, which is further transformed into eigenspace. In these eigenspaces is
during training estimated distribution by means of a Gaussians mixture model (GMM) using
the expectation-maximization (EM) algorithm. Then, during identification, the sample image
is also divided into six elliptical areas, and probabilistic classification is performed in com-
puted eigenspaces. In 2013, Li et al. [115] proposed Probabilistic Elastic Matching (PEM)
model based on a GMM too. Firstly, PEM learns a GMM from the spatial-appearance
features [116] of densely sampled image subregions in the training set, i.e., each Gaussian
component stands for subregions of the same semantic meaning. A testing image is therefore
represented as a bag of spatial-appearance features. In the next step, there is found the
subregion whose feature induces the highest probability on each Gaussian component. Con-
catenating the feature vector of these subregions forms the representation of the face. Since
all testing images follow the same procedure, the semantic correspondence is established.

Tan et al. [110] proposed an alternative representation of the face subspace, to the proba-
bilistic approach, with Self-Organizing Maps (SOMs) [33]. After a division of the face into
local regions, the SOM is trained for each of this region. As training data for each SOM
serves all the same local regions obtained from all training images. After the SOM training is
done, each region is mapped to its corresponding best matching unit by the nearest neighbor
strategy. The unit’s location in the 2D SOM topological space is represented as a location
vector. Therefore, all location vectors from the same face can be grouped - this is called
SOM-face representation. SOM-face representation has good robustness against noise, and
it is compact.

Kanade and Yamada [117], in 2003, proposed a multi-subregion based probabilistic approach
for face verification. The face is divided into a set of local regions again and then is constructed
a probabilistic model of each subregion of appearance change according to pose change.
Experiments were performed on the CMU Multi-PIE dataset [12].

Samaria used hidden Markov models (HMMs) [118] in his FR system [119]. The main feature
of the HMM technique is that it characterizes face as a dynamic random process with a set
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of parameters. The author divided a face into five overlapping subregions. Each of these
subregions is represented as one state of an HMM. A face is then represented by five model’s
states, which can be modeled by a multivariate Gaussian distribution. Therefore FR is done
by output probabilities of observed image calculation.

Arashloo and Kittler [120] presented a method based on Markov Random Field (MRF) used
to found a correspondence of subregions between two images. The subregion has in proposed
method dynamic size and adaptable shape. In the first step, a face image is densely divided
into these subregions, and each of them is represented as a node of the MRF model. Labels
are represented by the 2D displacement vectors. The goal of the optimization is to find the
assignment of labels with minimum energy (the energy is measured from the gradient), while
it is necessary to take both translation and projective distortion into account.

Pentland et al. [121] based their research on relevant studies in psychophysics and neuro-
science, which revealed that different parts of the human face are differently important for
FR, for example, eyes and mouth are much more important than the nose for remembering
faces. Their algorithm uses four masks to obtain regions of eyes, mouth, nose, and whole face.
Local features describe these regions, and these features are then projected into eigenspace
[4]. The obtained eigenfeatures are used for FR. The results of this method confirmed the
fact about the different importance of different face regions. Newer work that adopts similar
ideas [122].

Ahonen et al. [123] proposed a method using three different levels of locality: pixel-level,
regional level, and holistic level. The first two levels are represented by LBP features extracted
from appropriate regions. The holistic level is then represented by concatenating the regional
LBP features. The classification algorithm uses the nearest neighbor classifier with Chi-square
distance as a dissimilarity measure.

In 2013, Simonyan et al. [124] proposed a method based on Fisher vectors and SIFT features.
The work makes two main contributions: (1) It shows that state-of-the-art verification results
can be achieved by applying the Fisher vector on densely sampled SIFT features; (2) It
shows that compact descriptors can be learned from Fisher vector using discriminative metric
learning. Firstly, the method detects a face in the image using the Viola-Jones detector. In the
second step, rather than sampling locations and scales sparsely by running a face landmark
detector, the method extracts SIFT features densely in scale and space. The process is
repeated at five scales, which results in about 26 thousand 128-D descriptors per face. The
dimensionality is reduced to 64-D using PCA. The nonlinear Fisher vector encoding is then
used to aggregate these descriptors. This is done by fitting a GMM model to the features and
then encoding the derivatives of the log-likelihood of the model with respect to its parameters
(for example, mean and variances). To preserve spatial information of the features, dense
features are augmented with their spatial coordinates. This whole process results in the
Fisher vector with dimensionality 67584. To improve the performance of the method in the
FR step, the discriminative dimensionality reduction is applied. The step-by-step overview
of this method can be seen in Figure 7.3.

The method was tested on Labeled Faces in the Wild dataset (LFW) [10] and achieved the
classification accuracy of 93.03% ± 1.05, which was state-of-the-art result in 2013. The au-
thors presume that by using multi-feature image representation, the results can be further
improved. Moreover, they show that Fisher vectors, coupled with discriminative dimension-
ality reduction, can automatically capture the most discriminative parts of the face.
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Figure 7.3: Overview of the method from article [124].

In conclusion, the main advantage of the local appearance-based methods is that they usually
have high robustness to occlusion. Moreover, with the right selection of extracted features,
they can be robust, for example, to different lighting conditions (LBP). However, it is still
not clear which features should be used and which are more appropriate for a given task.
Another problem can be a selection of suitable regions. Adaptive methods of local region
selection can partially address this problem.

7.2 Learn-based methods

Learn-based methods classify a face using global representations (the whole face image) rather
than local features. The two main advantages of these methods are: 1) They don’t lose any
information in the image by extracting features only on limited regions or points of interest;
2) There is no need to manually designed features, which should be extracted, therefore they
are automatically extracted by statistical or machine-learning (ML) models. Moreover, this
approach can capture more global aspects of the human face than local methods. Learn-based
approaches can be divided into two following groups: statistical and AI approaches.

7.2.1 Statistical methods

The most straightforward representation of a face image is a 2D array of intensity values.
First, very naive approaches [125] tried directly compare intensity images. On the one hand,
this approach was easily implemented, on the other hand, it could work only under limited
circumstances (constant illumination, scale, pose, etc.), it was very sensitive to intrapersonal
differences, and it was computationally very expensive, because of huge dimensionality. To
overcome the curse of dimensionality, it can be employed statistical methods for dimension-
ality reduction (PCA, LDA, etc.).

Sirovich and Kirby [112] were the first to utilize PCA to compact face representation. They
showed that any face image can be effectively represented in an eigenpictures coordinate space
and that any face can be approximately reconstructed by using a small set of eigenpictures
and the corresponding coefficients (projections).

Based on this approach [112], Turn and Pentland [4] employed eigenfaces projections as a
classification features for FR, see Figure 7.4. For an unknown face, their FR system firstly
found optimal projection into eigenfaces space and then, based on the obtained coefficients,
perform classification. The test of the method on the dataset containing 2500 images of 16
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Figure 7.4: Example of the trained eigenfaces corresponding to the first 25 eigenvectors.

different people revealed relatively high robustness to different lighting conditions (96% recog-
nition rate). Unfortunately, the test also shows the high sensitivity of the method to pose and
scale changes (85% and 64% recognition rate, respectively). To overcome these difficulties,
this system was extended in several ways in the already above-mentioned method [121].

PCA method appears to work quite well when only a single image of each individual is
available, but according to Belhumeur et al. [126], when multiple images per person are
presented, PCA retains unwanted variations due to lighting conditions and facial expres-
sions. These variations can be in eigenfaces subspace bigger than interpersonal differences.
Therefore, they proposed a method, which utilizes Fisher’s linear discriminant analysis, and
called it Fisherfaces. Opposed to PCA, which is an unsupervised method and maximizes the
variance in variables, LDA is a supervised method and maximizes the ratio of between-class
scatter to within-class scatter. This method was intensively tested, and in [127] was shown
that for the small training dataset, PCA could outperform LDA and also that PCA is less
sensitive to different training sets. From that point, numerous variations and extension to
the standard eigenfaces and Fisherfaces have been presented.

In 2006, Prince et al. [128] proposed an approach based on Tied Factor Analysis (TFA). TFA
assumes that there exists an ideal identity subspace, where each identity is represented by
one multidimensional variable hi, considering different poses. Given a face image in jth pose,
xkij , where k is a number of sample for given ith subject, is generated by the pose-specific
linear transformation as follows:

xkij = W jhi + µj + εkij , (7.1)

where W j stands for model parameters, µj is offset, and εkij is Gaussian noise εkij ∼ G(0,Σj).
W j , µj , and Σj are estimated from the training data by using the EM algorithm. The
method was applied to both identification and verification tasks. Cai et al. [129] presented
the Regularized Latent Least Square Regression (RLLSR) method, which is based on the
same assumption as TFA, however, RLLSR reformulates Eq. 7.1 in the least square regres-
sion manner. Moreover, authors incorporated some prior knowledge as two regularization
terms into the least square: firstly, the transformation for nearby poses should not differ too
much, and secondly, the distribution of the latent ideal objects should preserve the geometric
structure of the observed image space.
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In 2007, Prince et al. [130] proposed another algorithm designed to handle illumination and
pose changes based on Probabilistic LDA (PLDA) this time. This work presented two main
findings: (1) inference is more powerful in PLDA than LDA because there can be used more
sophisticated noise model; (2) the probabilistic approach allows the development of the non-
linear extension. Given a training dataset consists of J images each of I individuals, the
model is defined as follows:

xij = µ+ Fhi +Gwij + εij , (7.2)

where the µ represents the overall mean of the training dataset, the matrix F contains a
basis for the between-individual subspace, hi represent position in this subspace, or one can
say that represents the identity of individual i, the matrix G contains a basis for the within-
individual subspace, wij represents position in that subspace, and εij is residual Gaussian
noise εij ∼ G(0,Σj), see Figure 7.5. This model can be intuitively divided into two parts:
the first part which depends only on the identity of the person, but not the particular image
(µ + Fhi) and the second part which is different for every image of the individual, i.e. it
models pose and illumination changes (Gwij + εij). During verification, it is considered a
likelihood that two faces were generated from the same hi, i.e., they are the same identity.
Training of the model is ensured by the EM algorithm. Authors, because of the non-linear
nature of the FR problem, also tried to use Mixtures of PLDAs and Tied PLDAs with
satisfying results. The whole algorithm was tested on the XM2VTS database.

Figure 7.5: Components of PLDA model. (A) Mean face; (B) Three direction in between-

individual subspace; (C) noise covariance; (D) Three directions in within-individual subspace.

Taken from [130].

Linear approaches (Eigenfaces, Fisherfaces) assume the existence of an optimal projection
that projects the face images to distinct non-overlapping regions in the reduced subspace.
However, in reality, this assumption may not always be true (images of different persons can
be projected into the same region in the projection subspace), because it was proved, that
pose-varied face images are distributed on a highly nonlinear manifold. Moghaddam et al.
[131] presented an approach based on difference images. The difference image is defined as
the signed arithmetic difference of the intensity values of corresponding pixels. Moreover, it
is assumed that both intrapersonal and extrapersonal classes are normally distributed within
the space of all possible difference images. Then, given the difference image between images
I1 and I2, the probability that the images are two images of the same person is defined as
follows:

60



CHAPTER 7. SINGLE IMAGE-BASED RECOGNITION

P (ΩI |d(I1, I2)) =
P (d(I1, I2)|ΩI)P (ΩI)

P (d(I1, I2)|P (ΩI)P (ΩI) + P (d(I1, I2)|ΩE)P (ΩE)
, (7.3)

where ΩI is intrapersonal class, and ΩE is extrapersonal class. It can be seen that the
algorithm has to solve the binary classification problem using MAP rule.

Another disadvantage of the approaches based on the linear method of dimensionality reduc-
tion as PCA or LDA is that these methods can’t discover any connections between images in a
nonlinear manifold. Especially PCA extracts only low-dimensional representation, therefore
it is used only first and second-tier statistics. This drawback can be removed by using nonlin-
ear techniques (or by extending linear ones via the kernel technique), that can discover these
nonlinear structures, for example Isometric Feature Mapping (ISOMAP) [132], Laplacian
Eigenmap [133], Local Linear Embedding [134], Locality Preserving Projection [135], Near-
est Manifold Approach [136], Discriminant Manifold Learning [137], Laplacianfaces [138] or
Embedded Manifold [139].

Probably the most important nonlinear statistic method, that is used in FR, is Independent
Component Analysis (ICA) [140]. ICA is a generalization of PCA, but it aims to find an
independent, rather than uncorrelated, image decomposition and representation. Further-
more, ICA provides one main advantage over PCA - it is not only exploiting the covariance
matrix, but it is also considering the high-order statistics. Bartlett et al. [141] made testing
on FERET dataset under two different architectures of the algorithm: the first one treated
images as random variables and pixels as an outcome, the second one treated the other way
around or more specifically it treated the pixels as random variables and the images as an
outcome. Both approaches outperformed PCA representation in their testing. The best
results were reached by combining both classification decisions.

In 2015, Lu et al. [142] proposed a face verification method based on Discriminative Gaussian
Process Latent Variable Model, named GaussianFace and for the first time in history their
algorithm surpassed the human-level performance on LFW dataset. The authors highlighted
two main weaknesses of the most face verification methods: (1) most methods assume that
the training and the test data are drawn from the same feature space and follow same dis-
tribution; (2) most existing methods require some assumption about the structure of the
data to be made. To overcome these weaknesses, they proposed the GaussianFace algorithm,
which is a reformulation based on the Gaussian Processes, which is a non-parametric Bayesian
kernel method. Therefore, the model can adapt its complexity flexibly into the complex real-
world data. However, reformulating Gaussian Processes for large-scale multi-task learning is
a non-trivial problem, therefore to simplify calculations, they also proposed a more efficient
equivalent form of Kernel Fisher Discriminant Analysis. GaussianFace model can be opti-
mized by the Scaled Conjugate Gradient technique, however, this technique was too slow for
large-scale data, so authors had to make some additional adjustments.

GaussianFace model can be applied in two ways: (1) as a binary classifier; (2) as a feature
extractor, see Figure 7.6. Each face is first normalized to 150x120 pixels size by an affine
transformation based on five landmarks (eyes, nose, mouth corners). When is GaussianFace
model used as a binary classifier, the face image is divided into overlapped patches. Then,
from each patch is extracted multi-scale LBP feature. Then the similarity vector is regarded
as the input data point of the Gaussian model. and its output y is y = 1 for same identities
and y = −1 for different ones. When is GaussianFace used as a feature extractor, method
regards the joint feature vector (to enhance the robustness, the flipped form of the joint
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Figure 7.6: Two tested approaches based on GaussianFace model: (a) as a binary classifier;

(b) as a feature extractor. Taken from [142].

vector is also included) as the input data point of the GaussianFace model. For an unseen
pair of images, it is therefore first computed its joint feature vector for each pair of patches,
and it is estimated its latent representation. Then first-order and second-order statistics are
computed, and this latent representation is used as the input of the GaussianFace model.
By concatenating all of the new high-dimensional features obtained from the GaussianFace
model, authors get the final high-dimensional feature vector. Testing showed that this second
approach reaches better results. The algorithm was tested on the LFW dataset, reached
recognition accuracy 98.52%, surpassed the human performance, and advanced state-of-the-
art results significantly. The main disadvantage of this approach is the very long training of
the GaussianFace model, even after training speed-up adjustments.

7.2.2 AI methods

AI methods employ machine learning techniques or neural networks to FR. Zhang et al.
[143] proposed an approach based on LBP features and the AdaBoost learning algorithm
[144]. Adaboost learning is applied to extracted LBP features to select the most efficient
one. Moreover, Adaboost aims to obtain the similarity function in the form of the linear
combination of LBP. It should be noted that the Adaboost algorithm is more often used
for face detection tasks. In 2011, Susheel and Tripathi [145] presented another method
using Adaboost. In their approach is Adaboost applied with Haar cascade to real-time face
detection and fast PCA algorithm to FR.

The most popular and the most promising approaches of recent years are based on deep
neural networks. The first solution using NN was introduced in 1989 by Kohonen [2]. Let’s
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name at least a few other attempts. In 1993, Weng et al. [146] used a hierarchical neural
network. In 2005, Eleyan and Demirel [147] used PCA to obtain feature projection vectors,
which was then classified by a feed-forward neural network.

Unfortunately, despite the age of this first approach, the real renaissance of neural networks
didn’t come till 2012, when Krizhevsky et al. published his article [48] proposing their network
AlexNet. However, since then, the NN approaches showed their superiority, and nowadays,
most of the state-of-the-art results in FR were reached by using method utilizing NN.

In 2014, Taigman et al. [13] proposed an innovative approach, which advances the state-of-
the-art significantly, see Fig. 7.7. Their work had two main contributions: (1) development of
effective alignment system based on explicit modeling of 3D faces; (2) development of effective
deep neural network architecture and learning method. Work utilizes a face alignment system
with two stages. In the first stage, there is perform 2D alignment according to 6 fiducial points
(eyes, nose, corners of the mouth). Points are extracted by a Support Vector Regressor (SVR)
trained to predict point configuration from image descriptor based on LBP histograms. This
first stage should solve scale, in-plane rotation, and translation, however, there is still out-
of-plane rotation to be solved. To align face undergoing out-of-plane rotation, they used a
generic 3D shape model with manually placed 67 anchor points and 67 fiducial points, which
are detected on the face image by SVR again. A 3D model is then fitted using the generalized
least-squares solution. After that, they can use a piece-wise affine transformation to perform
the frontalization of the image. Invisible parts of the original image can be replaced using
image blending with symmetrical counterparts.

Figure 7.7: Outline of the DeepFace architecture. C = convolutional layer; M = max-pooling

layer; L = locally connected layer, F = fully-connected layer. Taken from [13].

Thus preprocessed 3D aligned RGB image with the unified size is an input of CNN. They
used an eight-layer deep neural network and train it on a multi-class face recognition task by
minimizing cross-entropy loss Lce for each training sample. For updating NN’s parameters
W they employed standard SGD optimization method. Due to the large training set (the
SFC dataset includes 4.4 million labeled faces from 4030 people, 5 % left for testing), they
did not observe any significant overfitting during the training phase. As a final stage, they
normalized the features to be between zero and one in order to reduce the sensitivity to
illumination changes. Thus normalized feature vectors were used to calculate the weighted-
χ2 similarity, which was for two representations f1 and f2 defined as follows:

χ2(f1, f2) =
∑
i

ωi
(f1[i]− f2[i])2

f1[i]− f2[i]
, (7.4)

where W is a weight parameter trained by a linear SVM. The authors also tested Siamese net-
works with sufficient results. The DeepFace achieved accuracy 97.25% on the LFW dataset,
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which reduced the error of the previous state-of-the-art method by more than 25% and almost
reached human-level performance (97.53%). Moreover, DeepFace reached a reasonable speed
of 0.33 seconds per image on a device with a single-core Intel 2.2 GHz CPU. To conclude, the
biggest strength of DeepFace is robust and precise face alignment, which is also confirmed
by their testing, when they tried to train CNN without any alignment, and they reached
accuracy 87.9% only.

Later in 2014, Sun et al. presented [148] method using CNN to learn effective features for FR.
Many previous FR approaches based on CNN use a classification layer, however, Sun et al.
claim that this approach has two main disadvantages: indirectness - one has to hope, that the
bottleneck representation generalizes well for new faces, and inefficiency - by using bottleneck
layer the representation per face is usually very large (and very sparse, as in [13]). One has
two options to prevent this result - use some method for dimensionality reduction or train
to this purpose one layer of the NN. Moreover, Sun et al. claim, that it is essential to learn
such features by using two supervisory signals simultaneously - face identification and face
verification signal. They named these features Deep IDentification-verification (DeepID2)
features. They argue that usage of only identification signal stems into a relatively weak
constraint on two different images of the same person, so they add verification signal, which
requires that every image of the same person are in the feature space close to each other.
And oppositely, when only the verification signal is used, distinguishing different identities
becomes very difficult. The structure of the used CNN can be seen in Figure 7.8. The
last layer is the DeepID2 layer, which is fully connected to both the third and the fourth
convolutional layers. The reason for this is that authors want to capture multi-scale features,
so they utilize the fourth layer, which extracts more global features than the third one. The
CNN extracts 160-D DeepID2 vector at this last layer.

Figure 7.8: Structure of the neural network for DeepID2 extraction. Taken from [148].

The extraction process is defined as function f = Conv(x,θc), where Conv(.) is feature
extraction function, x is the input and θc are parameters learned by CNN. As already stated,
learning is done, by two supervisory signals. The face identification signal classifies each
image into one of n different identities. This is done by an n-way softmax layer following
the DeepID2 layer. The network is trained to minimize the cross-entropy loss, which authors
called the identification loss, defined as follows:

Lid(f , t,θid) = − log p̂t, (7.5)

where f is a DeepID2 vector, t is target class and θid are softmax layer parameters. The
face verification signal directly regularizes the DeepID2 layer, and two different loss functions
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(verification losses) were tested. The first is the L2 loss function and is defined as follows:

Lve(f1,f2, y12,θve) =

{
1
2 ||f1 − f2||22 if y12 = 1,
1
2 max(0,m− ||f1 − f2||2)2 if y12 = −1,

(7.6)

where f1 and f2 are DeepID2 vectors, y12 = 1, if f1 and f2 are from the same identity
and y12 = −1 if are from different one, and θve = m is verification function parameter
and represents margin between two different identities. The second loss function is cosine
similarity loss defined as follows:

Lve(f1,f2, y12,θve) =
1

2
(y12 − σ(wd+ b))2, (7.7)

where d is cosine similarity, θve = {w.b} are verification function parameters and σ is sigmoid
function. The goal is to train the parameters θc, while θid and θve are the only parameters
to back-propagate during the training, whereas θc are the only parameters used during the
testing. For parameter update is used SGD algorithm, however, it should be noted that
the verification gradient is weighted by a hyperparameter λ. Testing showed best results
for λ = 0.05. Authors used for training CelebFaces+ dataset (which they divided into
training and testing set), i.e., approximately 160 thousand images from 8192 identities. Thus
learned DeepID2 features are used to the learning of the Joint Bayesian model [149] for face
verification. The trained Joint Bayesian model this way over-performs [13] and advances
state-of-the-art results.

Sun et al. continued in their research and presented some upgrades of their system in the
article [150]. In this work, they not only improved their features (DeepID2+) and reached
better results, but the main contribution of this article lay primary in the deepening of
understanding of neural activations. The improvement of state-of-the-art was achieved by
three improvements: (1) Enlarging feature vector from 128-D to 512-D; (2) enriching the
training data by merging CelebFaces+ dataset with WDRef dataset [149]; (3) Enhancing the
supervision by connecting a fully-connected layer to each of four convolutional layers, see
Figure 7.9.

The second part of the work was focused on an empirical evaluation of the properties of deep
neural activations. They discovered three very important properties: sparsity, selectiveness,
and robustness. They claim that all these properties are owned by DeepID2+ after large-
scale training, without any extra regularization. More details about these properties of neuron
activations are given bellow.

• Sparsity - Approximately half of the neurons in the top hidden is active for each image,
and each neuron is active for approximately half of the images. Such sparsity makes
neurons to have maximum discrimination abilities. Moreover, the authors discovered
that for different identities are active different neurons, whereas the same ones have
very similar activation patterns. In one of the experiments, authors tried to binarize
the neuron activations and compare face verification abilities with the original repre-
sentation. The recognition rate dropped only by approximately 1%. This implies that
binary activation patterns are more important than activation magnitudes.

• Selectiveness - Neurons in higher layers are selective to identities and identity-related
attributes. There can be identified a subset of neurons, which is constantly excited or
inhibited for a given attribute. These neurons have strong discrimination abilities.
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Figure 7.9: Structure of the neural network for DeepID2+ extraction. Id = identification

supervisory; Ve = verification supervisory; FC-n = n-th fully connected layer. Conv-n =

n-th convolutional layer. Taken from [150].

• Robustness - Experiments showed that neurons in higher layers are more robust than
engineered features or neurons in lower layers. Face verification accuracy of DeepID2+
for 40% occlusion was still above 90%.

In conclusion, works from Sun et al. showed the real discriminate potential of learning-based
features. Moreover, these works can help with the understanding of processes in deep neural
networks.

In 2015, Schroff et al. [64] came up with another approach based on DNN, see Fig. 7.10.
Their work not only advanced state-of-the-art significantly, but among the main contributions
can be count (1) development of effective mapping from face images to a compact Euclidean
space; (2) developing of efficient representation; (3) and most importantly, usage of the very
effective triplet-loss function. In contrast with [13], this method use only rough alignment
(translation and scale). Furthermore, FaceNet is directly trained to provide 128-D embedding
using a triplet-based loss function based on Large Margin Nearest Neighbor [151]. The main
motivation is that the triplet loss encourages all faces of one identity (intra-class) to be
projected so that the margin between them is smaller than their margin from other person’s
faces (inter-class), and therefore is more suitable for FR tasks.

The embedding f(x) is 128-D vector and it embeds an face image x into a 128-dimensional
Euclidean space with additional constrain ||f(x)||2 = 1. Given an image xai (anchor) of a
specific person, any other image of the same person xpi and an image of any other person xni
(negative), we want to be true the following equation:

||xai − x
p
i ||

2
2 + α < ||xai − xni ||22, ∀(xai , x

p
i , x

n
i ) ∈ T, (7.8)

where α is margin (in experiments set on 0.2) that is enforced between positive and negative
pairs, and T is the set of all possible triplets in the training set with cardinality N . The
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Figure 7.10: Structure of the FaceNet. The network consists of a batch input layer, a DNN,

L2 normalization, which results in the face embedding, and the triplet loss during training.

Taken from [64].

triplet loss Ltr, that is being minimized during training is then defined as follows:

Ltr =
N∑
i

[
||f(xai )− f(xpi )||

2
2 − ||f(xai )− f(xni )||22 + α

]
+
. (7.9)

There exists a huge number of possible triplets, however many of them easily satisfy Eq.
7.8. These triplets would not contribute to the training and this result to slower conver-
gence. The authors claim, that it is critical in order to fast convergence to select triplets,
that violates this constraint. This means, that it is necessary to select an xpi such that
argmaxxpi ||f(xai )−f(xpi )||22 (hard positive) and xni such that argminxni ||f(xai )−f(xni )||22 (hard

negative). Unfortunately, it is impossible to compute all hard triplets from the whole training
set and additionally, the network might make poor conclusions, if we present it only hard
positives and negatives. Therefore, authors generate triplets online using large mini-batch
(a few thousand exemplars). Additionally, it needs to be ensured, that around 40 faces of
exemplar of any identity are present in such mini-batch. Eventually, they used all positive
pairs, instead of only hard positive, and hard negative pairs for the training. Square L2 dis-
tance thus trained feature vectors directly correspond to face similarity, therefore FR becomes
k-NN classification problem, see Figure 7.11.

Figure 7.11: Euclidean distance between trained 128-D vectors for three different persons in

two different illumination and pose conditions each. A threshold of 1.1 would classify every

pair correctly. Taken from [64].
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Authors tested two network architectures: (1) based on Zeiler&Fergus architecture with
22 hidden layers and 140 million parameters; (2) based on GoogLeNet Inception models
architecture with only 6.6 - 7.7 million parameters. For training, they used standard SGD
with standard back-propagation and AdaGrad. The training set contained 260 million face
images. The method was evaluated on the LFW dataset, and Youtube Faces database [11].
On LFW, it achieved a classification accuracy of 98.87% ± 0.15 using the fixed center crop
and 99.63% ± 0.09 when using the extra face alignment. This reduces the error reported
in [13] by more than a factor of 7. On the Youtube Face database, authors achieved a
classification accuracy of 95.12%± 0.39 using the first one hundred of frames, which reduced
the state-of-the-art error rate by almost half. It can be seen that if one has a horrendous
amount of data, face alignment step can be effectively discarded, unfortunately, it is not
always possible to obtain such a big amount. The main advantage of this approach is that
the trained embedding can be effectively used for all the tasks - for verification, identification,
and even for face clustering.

In 2016, Masi et al. [152] proposed a method focused on the problem of extreme pose
variations. The method assumes that in general, face pose distribution is not dominated by
near-frontal faces. Authors observed that with detected landmarks on an image is easy to
compensate roll when the face is near-frontal and for pitch when the face is near profile by
using plane alignment. Because of these facts, their model is focused on compensating mainly
yaw variations. In contrast with current techniques, which either expected a single model to
learn pose invariance through the massive amount of training data [64], or which normalize
images to a single frontal pose [13], their method explicitly overcome pose variations by using
multiple Pose-Aware CNN Models (PAMs) (five models in total). The authors tested both
AlexNet and VGGNet architecture. To be able to train PAMS on CASIA WebFace dataset
[19], it was necessary to partition and augment the training dataset considering the training
pose distribution. Moreover, the authors used a rendering technique to generate synthetic
views using a generic 3D model. The authors revealed that their method reaches a better
result if they used a co-training approach instead of training each CNN separately.

Figure 7.12: Pose-Aware FR - method overview. Taken from [152].

Given a testing image, the algorithm firstly detected landmarks and classify the pose either
to near-frontal or near-profile. Additionally, the image is rendered into the half-profile view,
and then, if the image is classified as near-frontal, into the frontal view, the image is rendered
to the profile view otherwise. For all obtained view is generated a score, each by a specific
PAM. All scores are pool by average, see Figure 7.12.

The matching process is then performed based on this final score. Authors tested their
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approach on the IJB-A dataset and PIPA dataset and on both sets improved state-of-the-art
results. For example, on the PIPA dataset PAMs method achieved 57.65% recognition rate,
whereas DeepFace [13] only 47.97% (on IJB-A they reached 82.6% recognition rate). Authors
plan to extend their work by incorporating the landmark confidence method into their future
approach.

In 2017, Liu et al. [7] proposed a novel approach (SphereFace) with a focus on the open-set
FR utilizing Angular Softmax (A-Softmax) loss. Authors reached 75.77% Rank1 identifica-
tion accuracy on MegaFace challenge and improved state-of-the-art results. This approach
also showed superiority over the previous approaches in two ways: (1) it was designed to
handle open-set classification, see Figure 7.13; (2) in contrast with the triplet loss [64], it is
not necessary to rearrange your training set (creating pairs, triplets, etc.), rather A-Softmax
is very modular. Therefore, in theory, it is possible to take already existing neural network
architecture, change Softmax for A-Softmax, train the architecture, and reached improved re-
sults. However, the following experiments show that A-Softmax training is very unstable, and
generally, it needs to pretrain model with standard Softmax. Moreover, the implementation
of A-Softmax is not a trivial task.

Figure 7.13: Comparison of feature spaces (original and projection onto hypersphere) among

standard Softmax and Angular Softmax in two class (classes are distinguished by different

colors) classification task.

Figure 7.14: Decision margins of different loss functions under binary classification case.

Taken from [68].

From 2017, novel methods are trying to follow modular fashion. Lets mention most important
ones: NormFace [70], COCOFace [66], and CosFace [71]. In 2018, Deng et al. [68] presented
their approach named ArcFace - a novel loss function based on additive angular margin.
The loss stems from the A-Softmax loss, however, it more computationally efficient, much
easier to implement, its training is stable (therefore there is no necessity to pretrain model
with standard Softmax anymore), and it improves state-of-the-art results significantly. The
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performance of different loss functions was directly compared to ArcFace, and despite the
numerical similarity between them, ArcFace has better geometrical attributes as the angular
margin has the exact correspondence to the geodesic distance. As illustrated in Figure 7.14,
ArcFace has a constant linear angular decision margin throughout the whole interval. By
contrast, SphereFace and CosFace only have a nonlinear angular decision margin. This
minor difference in margin designs can have a big effect on model training. The authors
utilized modified ResNet architecture and train it on the refines MS1M dataset and the Casia
WebFace dataset. With this setting, they reached 83.27% Rank1 identification accuracy on
the MegaFace challenge.

7.3 3D Face synthesis-based methods

Since directly matching two faces under different conditions is difficult, one intuitive method
is 3D face synthesis. The synthesized faces are then transformed into the same conditions
and therefore is comparison much more straightforward. The synthesis of the 3D morphable
model (3DMM) can be done based on found feature points (local) or based on the whole
image (holistic). This division and ideas behind it are very similar to two previous sections
(obtaining face representation based on local facial features or based on the whole image),
however, the usage of a 3D model has so many dissimilarities, that it deserves to have its
own section. It should be noted that some approaches use a synthesized model only to face
alignment (pose normalization, etc.) as a part of preprocessing, nevertheless, in this section
would be visited only approaches, which directly use a model for face recognition.

Most 3DMM are PCA-based models, however, there are some other approaches, for example,
3D Generic Elastic model. In 1999 Blanz and Vetter proposed novel PCA-based 3DMM [153]
(model is divided into two parts - shape and texture) and based on fitting this model, four
years later, they proposed innovative face recognition approach [154]. It is a semi-automatic
method that demands from six to eight manually labeled feature points on the face, such
as corners of eyes, a tip of a nose, corners of the mouth. Based on computer graphics
simulation of projection and illumination, it is estimated intrinsic shape and texture fully
independent on extrinsic parameters. The iterative algorithm starts from the average face
and standard rendering conditions (front view, frontal illumination, etc.). Then the user has
to manually mark required feature points (depending on the visible part of the face). The
fitting algorithm then optimize shape coefficients α and texture coefficients β along with 22
rendering parameters concatenated into a vector ρ - pose angles, 3D translation, focal length,
ambient light intensities, direct light intensities, two angles of direct light, light contrast, and
gains and offsets of color channels. Given input image Iin(x, y) the primary goal in analyzing
face is to minimize the sum of squared differences over all pixels and all color channels between
this image and the synthetic reconstruction i.e.

Ei =
∑
x,y

||Iin(x, y, )− Imodel(x, y)||2. (7.10)

In the first iteration are exploited the manually defined feature points (qx,j , qy,j) and the
corresponding position on the model (px,j , py,j). That gives us additional error function:
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Ef =
∑
j

∣∣∣∣(qx,j
qy,j

)
−
(
px,j
py,j

)∣∣∣∣2. (7.11)

Minimization of these functions with respect to parameters α,β,ρ may cause overfitting,
therefore is employed a MAP estimator - find model parameters with maximum aposterior
probability p(α,β,ρ|Iin,F ) given the input image Iin and feature points F . The fitting
procedure is then maximizing this probability by minimizing the cost function, which is
done with a stochastic version of Newton’s method. Model fitting and identification were
tested on the CMU-PIE dataset and FERET database. Testing showed that the algorithm
adapts to different illuminations and poses well. For face verification purposes, the entire
face was divided into four segments - eyes, mouth, nose, and the rest. For comparing two
faces, the authors tested Mahalanobis distance, cosine distance, and distance based on the
within-subject variation. The last one showed the most promising results. In conclusion,
results were quite impressive (95% recognition rate), the method can handle different poses
and illumination, however, the method is strongly dependent on the manual annotations and
can not deal with different face expressions and ethnic groups. Moreover, the method ignores
glasses, beards, and can have problems with occlusion.

Figure 7.15: The mean µ together with the first three principle components of the shape

(left) and texture (right) PCA model. Shown is the mean shape and texture plus/minus five

standard deviations σ. Taken from [155].

In 2009, Paysan et al. [155] presented a novel PCA-based 3DMM named Basel Face Model
(BFM) and demonstrated its application in face recognition tasks (the same model can be
fit to 2D or 3D images under different external conditions). Older 3DMM has problems with
recognition of faces from profiles and with some harder illumination conditions (like shad-
owing, etc.). Before BFM was common to use the same face dataset for both training and
testing, however, such recognition systems have usually difficulties with generalization. More-
over, BFM is trained from high-resolution scans, and the innovative method of registration
is used, which results in fewer correspondence artifacts.

The training set contained 100 scans of men and 100 women, mostly Europeans. Each person
was scanned three times, and it was selected the scan with the most natural look. To establish
the correspondence of the raw data was used a modified version of the Optimal Step Nonrigid
ICP algorithm [156]. After registration, the faces are parameterized as triangular meshes with
53490 vertices and shared topology. Each vertex has an associated color. Applying PCA are
created two models, one for shape s(α) and one for texture t(β):
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s(α) = µs +U s diag(σs)α, (7.12)

t(β) = µt +U t diag(σt)β, (7.13)

where µ{s,t} are the mean, σ{s,t} are the standard deviations and U{s,t} = [u1, ..., un] are
orthonormal basis of principal components of shape and texture. As a fitting algorithm was
chosen nonrigid ICP algorithm again. The method was tested on the CMU-PIE dataset
and FERET database. It advanced state-of-the-art results. In conclusion, this work, except
advancing state-of-the-art, has one main contribution: it provides a powerful tool to generate
precise 3D face models in any kind of pose and light variation. Unfortunately, the model can
generate a face with only neutral facial expressions and can have problems with beards and
glasses.

From newer approaches, let’s mention the method proposed by Prabhu et al. [157]. The
authors first constructed a 3D model for each subject in their database using a single 2D
image by applying the 3D Generic Elastic model (3DGEM) approach. All obtained 3D
models are saved into the gallery dataset. They choose the GEM approach because of its
efficiency and effectiveness. However, 3D models generated by the GEM approach are derived
from a single canonical depth map, which is an only strong approximation of the true depth
map. This fact can cause problems for faces with atypical features. The authors proposed a
method to mitigate these problems by learning different depth maps for a different ethnicity,
ages, and genders. Before matching with a new face, an initial estimate of the pose of the
input test image is obtained using a linear regression framework based on automatic facial
landmark detection. Subsequently, each 3D model from the gallery dataset is rendered at the
estimated pose, and a 2D projection is extracted. Then are aligned positions of the rendered
and test images. Finally, the l-cosine distance is computed. The algorithm was tested on the
images and the video input. The testing showed that the method is able to handle big pose
variations and mild variations in illumination and expression.

Figure 7.16: Synthetic data generation with given a 3D model. Taken from [158].

In 2013, Masi et al. [158] presented an approach to hybrid 2D/3D FR. In the first step is
a high-resolution 3D model for each individual is acquired using 3D data from a scanner.
From each model is artificially generated n (authors choose n = 25) 2D synthetic images
across varying viewpoints, see Figure 7.16. The final representation of each individual in
obtained as an unordered bag of SIFT descriptors calculated at salient image points identified
using a Harris-Laplace corner detector. Given a probe image from unknown identity, SIFT
descriptors are extracted on salient points again. For the classification task is employed a
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sparse discriminative classifier. The main advantage of this approach is that no discriminative
model is necessary to relearn after adding a new subject to the gallery. The experiments
showed promising results.

73



Chapter 8

Face Recognition from Other

Sensory Input

8.1 Video sequence

While traditional face recognition is based on still images, face recognition from a video se-
quence is very popular in recent years due to its significance for real-life applications (surveil-
lance, etc.). A video-based FR system typically consists of three modules: face detection
module, face tracking module, and FR module. In this section will be reviewed the FR
module in more detail.

Part of video-based FR algorithms utilize approaches based on single image-based recognition,
however, videos are capable of providing more information than still image [159]. There are
four major advantages of video over the single image:

1. Multi-frame FR - the possibility of employing redundancy contained in the video se-
quence to improve the still images recognition rate. This can be done by a combination
of classification results from several frames or by choosing the best frames and discard-
ing the others.

2. Obtaining of more effective representation - 3D face model, super-resolution images, or
multiple resolution-faces, can be obtained from a video sequence and used to improve
the recognition rate.

3. Psychophysical and neural studies revealed that dynamic information is crucial in the
human process of FR, especially when spatial image quality is low.

4. Video-based FR allows learning and updating the subject representation over time.

In light of these advantages, it may look like the video-based FR is easy, but there also exist
some serious disadvantages:
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1. Low video quality - this is a common problem of many real-life applications. It cannot
be expected to use a full HD camera for surveillance purposes.

2. Cluttered background - the problem primary complicates face detection and tracking.

3. Large amount of data to process - this problem becomes less and less relevant with
better computational devices.

4. Small face images - face image may be much smaller than the required size by the most
conventional FR systems.

To all these drawbacks should be added the same drawbacks as for single image-based FR,
however, some of them (occlusion, expression variations, etc.) are much easier to overcome
thanks to the availability of multiple frames. Video-based FR methods can be divided into
two groups: set-based methods, and sequential-based methods. Set-based methods consider
videos as an unordered collection of images and take advantage of the multi-frame observa-
tion. Sequence-based methods explicitly use temporal information to increase efficiency. In
conclusion, video-based face recognition has great potential for real-life tasks, however, it also
brings many unsolved problems.

8.2 Heterogeneous face recognition

Heterogeneous face recognition (HFR) is face recognition across different visual domains.
Instead of working with just 2D images, it comprehends the problem of closing the semantic
gap among faces captured using different sensor devices, different camera settings, or between
sketch and photography. HFR includes comparing infrared and RGB images, 2D and 3D data,
photographs and sketches, high-resolution and low-resolution images, or comparing imagery
before and after plastic surgery (within-modality heterogeneity). With the progress of FR
techniques, heterogeneous FR become popular in recent years because heterogeneous sets of
face images must be matched in many practical applications, for example, in security or for
identifying a wanted person from eyewitness sketches. HFR algorithms have to, except general
FR problems, overcome differences between two different representations. To address these
differences, HFR systems contain an additional step named the cross-modal gap allowing
direct comparison. Most HFR studies focus their effort on developing improved strategies for
this step. Common strategies can be broadly divided into four following groups:

• Feature-based - these strategies are focused on engineering or learning-based features
that are invariant to the differences between two different representations (modali-
ties), while simultaneously being discriminative enough for a person’s identity. Typical
strategies include SIFT, LBP, or HOG.

• Synthesis - synthesis based strategies focus on synthesizing one modality based on the
other. Typical methods include eigentransform, MRFs, Local Linear Embedding (LLE).
The synthesized model/image is then used directly for matching. These strategies are
crucially dependent on precise synthesis.

• Projection - projection strategies project both modalities of facial images to a common
subspace, where they are comparable. These strategies usually include LDA, CCA, or
partial least squares.
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• Feature selection - Feature selection strategies are a special case of projection-based
strategies, which rather than mapping the whole image to a common subspace, dis-
cover which subset of input dimensions are most modality irrelevant to compare across
domains and ignore the others. One typical example is AdaBoost.

Figure 8.1: The diagram of HRF. Taken from [160].

HFR methods, therefore, usually contain three stages, see Figure 8.1: (1) obtaining face
representation; (2) cross-modal bridge; (3) matching strategy. The first and the last one
are very similar or identical, as in the traditional FR algorithms. Overall, there exist many
different and relevant approaches used in the cross-modal bridge. A significant factor for
HFR algorithms is the availability of the training data. Since large datasets of annotated
cross-modal pairs are rare, methods that require no or very little training data are in big
advantage. This fact especially slows down the modern homogeneous FR approaches based
on neural networks. Very actual and elaborated survey about heterogeneous face recognition
can be found in the article [160].

8.2.1 Facial Sketches

The problem of matching facial sketches to visible light images has an important application in
assisting law enforcement in identifying subjects by retrieving their photos automatically from
the existing police database. In most cases, the actual photo of the suspect is not available,
only a sketch based on eyewitnesses description. Therefore, standard FR algorithms are out
of the question. Sketches can be divided into four following categories:

• Viewed sketches - Sketches are drawn by an artist while looking at a corresponding
photo.

• Forensic sketches - Sketches are drawn based on recollections of witnesses.

• Composite sketches - Sketches are produced by specific software.
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• Caricature sketches - Sketches are generally hand-drawn, but facial features are exag-
gerated.

Most of the existing HFR algorithms are focused on recognizing viewed sketches because they
are much more accessible. But this is not a realistic use case, nevertheless, viewed sketch
performance should reflect performance for forensic sketches too, and their studying provides
an essential step towards improving forensic sketch accuracy. Sketch-based FR algorithms
can be broadly divided according to the cross-modal bridge strategy.

Feature-based approaches are trying to extract features invariant to the modality while pre-
serving a person’s identity. The most widely used image feature descriptors are SIFT, Gabor
transform, HoG, and LBP. Once the features from both the sketch and the photo are ex-
tracted, classic FR algorithms are applied. Klare et al. [161] proposed a method based on
invariant SIFT features. Euclidean distances between feature vectors are computed and then
is used kNN matching. Galoogahi et al. [162] proposed a novel face descriptor based on
LBP - Local Radon Binary Pattern. In this work are face images are first transformed into
Radon space, then standard LBP is applied. The main advantage of this approach is low
computational complexity and lack of any hyperparameters. Zhang et al. [163] introduced
face descriptor based on coupled information-theoretic encoding. By maximizing the mutual
information between photos and sketches in the quantized feature spaces, they obtained a
coupled encoding using an information-theoretic projection tree. In 2011, Klare et al. [164]
combined feature-based and projection-based approach. First, SIFT and LBP features are
extracted. Second, LDA projection to minimize the distance between corresponding sketches
and photos while maximizing the distance between identities. The main disadvantage is
the necessity to design suitable features, which is a hardly solved task. Machine learning
approaches provide a solution, however, there, unfortunately, is a problem with a lack of
training data.

Synthesis-based approaches are trying to synthesize a sketch from a corresponding photo or
vice-versa. After this step, traditional homogeneous FR algorithms can be applied again.
Wang and Tang [165] proposed an eigensketch transformation, wherein a new sketch is con-
structed using a linear combination of training sketch samples, with linear coefficients ob-
tained from corresponding photos via eigendecomposition. Obtained eigensketch features are
then used for classification. Liu et al. [166] proposed a method inspired by a Local Linear
Embedding to convert photos into sketches based on image patches. The nearest Neighbor
from the training set is found for each converted image patch. Reconstruction weights of
neighboring patches are then computed and used to generate the final synthesized patch.
Wang and Tang [159] improved this approach by synthesizing local face structure at different
scales using Markov Random Fields (MRF), see Figure 8.2.

Zhong et al. [167] modeled the nonlinear relationship between photo and sketch using em-
bedded hidden Markov model. This model is then used to transform photos into sketches.
On the other hand, Xiao et al. [168] using very similar approach synthesize sketches from
photos. The main problem of sketch synthesis methods is that they hardly handle glasses
and rare hairstyles. Moreover, the quality of synthesis is directly proportional to the amount
of training data. In 2016, Ouyang et al. [29] presented model trained over their own database
MGDB utilizing multi-task Gaussian process regression to synthesize facial sketches. Using
the model, they addressed the memory problem (forgetting details by eye-witness after some
time) and successfully reversed the forgetting process. They tested the model on IIIT-D
dataset and reached state-of-the-art results.
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Figure 8.2: Sketch synthesis using multi-scale MRF.

Projection-based approaches are trying to to find a lower-dimensional subspace in which the
two modalities are directly comparable while preserving a person’s identity again, where can
we once again utilize standard FR approaches. Lin and Tang [169] based their method on
linear transformation called common discriminant feature extraction. In 2011, Sharma et
al. [170] presented two approaches - first based on CCA and second based on Partial Least
Squares. The second one reached superior results.

8.2.2 3D data

The main reason in favor of using 3D information is the fact that this approach allows methods
to use features based on the shape and the curvature of the face (such as the shape of the
forehead, cheeks, etc.), without any distortion caused by illumination or pose variations.
Mainly three following techniques are used to obtain 3D information: stereoscopic camera
systems, structured light scanners, and laser scanners. There are three main tasks in 3D
face recognition based on used data: (1) 3D to 3D recognition; (2) multi-modal 3D+2D
recognition; (3) 2D to 3D recognition.

3D to 3D face recognition has great potential to provide the best possible results, because
naturally overcome many FR problems, such as illumination or pose variations, scale, many
types of noise, etc. But there are also some serious drawbacks of this approach - establishing
correct alignment between two face surfaces is not a trivial task, devices to obtain 3D data
are usually expensive, and the computational complexity of 3D FR methods is generally high.
Moreover, common 3D scanners have problems to capture hairs and beard. One of the first
attempts [171] utilizes the curvatures, and metric size of the face (shape of the forehead, jaw
line, eye corner cavities, etc.) to the describe face. Nearest-neighbor matching is then done
based on the distance between features. Tanaka et al. [172] also perform curvature-based
segmentation and represent the face using an extended Gaussian image. An easy way to gain
correct alignment is using of 3DMM [153][154][155]. Expression variations can be problematic
for 3DMMs, so Amberg et al. [173] proposed a method based on fitting an identity/expression
separated 3DMM to shape data. Another alternative to gain correct alignment is the iterative
closest point (ICP) algorithm (which is sometimes also used for 3DMM fitting) used by Cook
et al. in their work [174]. The ICP establishes a correspondence between 3D surfaces in
order to compensate for problems due to the non-rigid nature of faces. Once the registration

78



CHAPTER 8. FACE RECOGNITION FROM OTHER SENSORY INPUT

is done, the face can be compared by, for example, the statistical model. Unfortunately,
despite the strength of the ICP algorithm, it can not handle expression variations. Chua et
al.[175] revealed that some regions of the face, such as the nose, eye socket, and forehead, are
less sensitive to expression variations than the other. They perform face recognition based
on these rigid parts with great success, however, it should be noticed that the testing set
was very small. Then there exists a group of methods, which uses the same approaches as
methods in the 2D domain. The most popular are probably PCA-based methods, for example,
Achermann and Bunke [176] extend eigenfaces and HMM approaches to work in the 3D
domain. From newer approaches, let’s mention the method proposed by Lv et al. [177] using
region-based extended LBP. The method extracts by binary mask different regions according
to their distortion under facial expressions and represents them by the uniform pattern of
extended LBP. Then, a sparse representation classifier is adopted for the classification of the
single region.

Thanks to more information with which can multi-modal 3D+2D recognition, it has a nat-
ural advantage over pure 3D recognition., with just a small addition of purchase cost and
computational complexity. The simplest methods fuse results obtained independently from
the 3D data and the 2D data, for example, in 2003, Chang et al. [178] perform the PCA
on the 2D and 3D data separately and then combines results obtained from both strategies.
Moreover, they made the following conclusions: (1) combination of 2D and 3D results out-
performs either 2D or 3D alone; (2) combination of multiple 2D images results outperforms a
single 2D image; (3) combination of 2D and 3D results outperforms the multiple 2D images.
Papatheodorou and Rueckert [179] presented a method based on the ICP algorithm. They
modified it, and to the original three dimensions, they added intensity as the fourth dimen-
sion. 4D ICP method integrates shape and texture information at an early stage, rather than
making a decision using each of them independently and combining them after. Tsalakanidou
et al. [180] proposed an HMM approach to integrating depth data and intensity images. The
experimental results were very promising, but the testing set was quite small again. In 2014,
Hsu et al. [181] proposed a method for RGB-D face reconstruction and recognition. They
used an RGB-D image of a face, and they reconstruct its 3D model and then perform classi-
fication via a Sparse Representation-based classifier. To conclude, the multi-modal 3D+2D
domain shows promising results for the future research.

Figure 8.3: Patched based CCA in 2D-3D matching. Taken from [182].

The whole idea of 2D to 3D FR is based on the fact, that 3D data are more expensive
to obtain so that these data will be stored only as trained images, however, probe images
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obtained during utilization of the system will be only 2D as it is cheaper and 2D sensors are
more available. 2D to 3D matching can potentially outperform 2D to 2D matching if the
heterogeneity problem is effectively solved (matching between different coordinate systems).
Yang et al. [182] used CCA (learned per patch) to correspond to the 2D and 3D face
modalities and deal with their heterogeneous dimensionality. After projecting into a common
subspace, cosine distance is applied, see Figure 8.3. Huang et al. [183] proposed a scheme to
improve results by fusing 2D and 3D matching. 2D LBP features are extracted from both the
2D image and the 2D projection of the 3D image. Then they are compared by Chi-squared
distance. LBP features are also extracted from the 3D image. These features from the 3D
image are with LBP features from the 2D image then mapped into a common space using
CCA and compared with cosine distance again. Obtained distances are fused at the decision
level. Toderici et al. [184] proposed a novel 2D-3D FR method based on a bidirectional
algorithm. A personalized 3D annotated model is obtained by using a generic 3D model and
2D texture. With such a model are 2D images projected into a normalized image subspace,
where classification is performed.

8.2.3 Infrared light

Near-infrared (NIR) FR gets some attention in recent years because of its natural illumination
invariance associated with decreasing cost of NIR acquisition devices. Furthermore, NIR
facial images reveal veins and tissue structure of the face, which should be unique to each
individual. Despite these undisputed advantages, NIR FR also brings many disadvantages.
First, glasses are very problematic, because infra-red radiation is opaque to glass. Indeed,
traditional FR systems working with intensity images can also have problems with glasses,
however, they are still able to obtain some meaningful data. Second, infra-red images are
sensitive to changes in ambient temperature and wind, which is hardly a problem for 2D
FR systems. Third, testing showed that metabolic processes of captured subjects could also
affect the infrared images. Fourth, in comparison with the 2D FR dataset, datasets for NIR
FR are quite small and not very diverse.

Figure 8.4: The block diagram of multi-modal FR method from article [185].

80



CHAPTER 8. FACE RECOGNITION FROM OTHER SENSORY INPUT

Socolinsky et al. [186] performed PCA on a database of visible and infrared images of 91
distinct subjects captured under variable illumination, with variable expression and with
or without glasses. Infrared imagery significantly outperformed the visible one during all
performed experiments. However, the superiority of the infrared approach probably stems
from the fact that data did not contain sufficiently challenging situations in the infrared part,
whereas it did so in the visible images. In 2001, Chen et al. [187] captured a dataset of images
both in infrared and in the visible spectrum. Subjects were captured with variable expression
and illumination during a period of 10 weeks. Studies revealed that despite approximately the
same recognition rate for both sets captured the same day, visible images outperformed the
infrared, when there was a significant amount of time between which were images captured.
This is probably caused by the metabolic processes of the subjects.

In 2014, Nikisins et al. [185] proposed a multi-modal FR algorithm based on RGB-D-T data
(it uses RGB images, depth data, and thermal images), see Fig 8.4. The authors tested various
engineered-based features (LBP, HOG, HAAR-like) with many different classifiers (SVM),
and based on these testing, they made a few important conclusions. First, capturing scenarios
can be prioritized based on the complexity for the FR as follows: rotation (most difficult),
illumination (less difficult), expression (the most simple one). Second, the importance of each
modality is dependent on the capturing scenario, however, thermal data constantly holds a
high impact in the FR recognition regardless scenario. Third, LBP features provide the best
recognition rate in most cases, nevertheless, this can be caused by the fact that the tested
LBP features had the highest dimensionality.
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X-Bridge based heterogeneous face

recognition system

This chapter presents a detail description of my proposed heterogeneous face recognition
system. The system is composed of two main parts: (1) cross-modal bridge; (2) feature ex-
tractor. At the end of this chapter is introduced a novel metric for measuring the performance
of cross-modal bridge in the heterogeneous face recognition task.

9.1 Cross-modal bridge

In an ideal world, there would exist a dataset of image-sketch data pairs big enough to train
face recognizer directly without using any cross-modal bridge. However, such a dataset is
nonexistent, and its creation would be very complicated due to the necessity of handmade
creation of all the sketches.

There are basically three different strategies of cross-modal bridges, however, in this work
are utilized synthesis-based approaches. There are two main reasons for this decision. First,
thanks to the fast development, GANs reach photo-realistic results in the synthesis of new
facial images. I believe this makes them perfect candidates for synthesis-based cross-modal
bridges. Second, after a synthesis from one domain to another, the traditional FR algorithm
can be utilized. This gives me a very powerful tool to work with.

In this thesis, a novel supervised approach called X-Bridge is presented. X-Bridge is my
method designed specifically as a cross-modal bridge in the heterogeneous face recognition
tasks. The structure of X-Bridge stems from Pix2pix approach, however, inspired by UNIT,
it assumes shared-latent space across two different domains. The main attribute of shared-
latent space is that a pair of corresponding images (x, x̂) from two different domains X, X̂
can be mapped to a same latent code z in a shared-latent space Z.

X-Bridge is composed of five main parts: encoder, two generators, and two discriminators.
Each part is a different convolutional neural network. These parts create two main paths
of the method: translation path, and reconstruction path. Each path can be imagined as
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separated GAN and has its own generator and discriminator, whereas both of them share
one shared encoder.

The task of the translation path is to translate an input image x from domain X to the other
domain X̂ and therefore generate image x̂ from this second domain. The whole process can be
divided into a few steps. First, the encoder encodes important information from an input real
image xr into the shared-latent space Z. Second, the generator decodes this information and
generates a translated fake image x̂f from the second domain X̂. Third, during the training,
same as in the traditional GAN, the fake images with real images x̂r from the second domain
are introduced to the discriminator, which distinguishes between the real and the fake ones.
The translation path in X-Bridge approach utilizes a conditional discriminator, which means
there is additionally original xr on the input of the discriminator. This prevents mode collapse
and forces the generator to generate the corresponding pair image. The translation path is,
in principle, the same as the Pix2pix method. The loss function of the translation path can
be expressed as:

LTR(E,G1, D1) = Exr,x̂r [logD1(xr, x̂r)] + Exr,z[log(1−D1(xr, G1(xr, z)))]. (9.1)

The task of reconstruction path is to encode original image xr into the shared-latent space Z
and then to reconstruct it in the original domain as xf . During the training, the discriminator
is utilized again, however, the standard one this time. Conditional discriminator would be
too demanding for the reconstruction generator to overcome because, for the real image, the
conditional input and the real input are identical. The addition of the reconstruction path
motivates the shared encoder to preserve information about important facial features, to
generalize better, and to learn important regularities across both domains. The loss function
of the reconstruction path can be expressed as:

LR(E,G2, D2) = Exr [logD2(xr)] + Exr,z[log(1−D2(G2(xr, z)))]. (9.2)

Testing proves the benefit of mixing the traditional GAN objective with some metric loss to
further motivate the generators to produce an image corresponding with the original input.
X-Bridge employs L1 distance in both paths. Additional losses are defined as follows:

L11(E,G1) = Exr,x̂r,z[||x̂r −G1(xr, z)||1], (9.3)

L12(E,G2) = Exr,z[||xr −G2(xr, z)||1]. (9.4)

The final loss is then defined as follows:

LF = min
E,G1,G2

max
D1,D2

LTR(E,G1, D1) + λ1L11(E,G1) + λR[LR(E,G2, D2) + λ2L12(E,G2)],

(9.5)
where λ1 and λ2 are proportional constants affecting the amount of influence of additional
metric loss. During my experiments, both constants are heuristically set to the value = 100.
λR is proportional constant affecting the learning speed of the reconstruction path. During
experiments, λR is heuristically set to the value = 0.1. That means the shared encoder is
affected ten times less by the reconstruction path than by the translation path. It’s because
the reconstruction is generally easier, and also good translation is the primary goal of the
X-Bridge method. For the X-Bridge pipeline, see Fig. 9.1.

Inspired by Pix2pix, X-Bridge also employs Markovian discriminators in both of its paths.
This discriminator tries to classify if each N × N patch in an image is real or fake. The
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Figure 9.1: X-Bridge pipeline. E = encoder, G1, G2 = generators, D1, D2 = discriminators,

z = latent space. Dotted line indicates L1 loss. xr is real input from the first domain, x̂f is

reconstructed fake image from the first domain, x̂f is translated fake image from the second

domain, x̂r is corresponding real image from the second domain. The translation path is on

the left, whereas, the reconstruction path on the right.

discriminator is run across all the images, averaging all responses to provide the final output.
N is heuristically set to the value = 70.

In X-Bridge, the shared-latent space is primarily enforced by the shared encoder. To further
enforce it, the first four layers (high-level layers) of generators are sharing their weights.
Different weights in low-level layers allow generators to specialize in the specific domain.

To improve important features propagation, skip connections between the last four layers
of the encoder and the first four layers of the generators are added. Specifically, the skip
connections are implemented as channel concatenation of all channels between each ith layer
and (n− i)th layer, where n is a total number of layers. Element-wise addition (residual skip
connection) was also tested, however, the current implementation provides better results.

9.2 Feature Extractor

A choice of suitable neural network architecture and good design of loss function are important
parts of modern FR approaches. Because of the lack of any sketch-based face recognition
dataset, it is important the feature extractor works in the open-set testing protocol, i.e.,
obtained features are not only linearly separable, but they also create compact class clusters
with a margin between them. Therefore, chosen neural network architecture has to be effective
enough to be able to transfer data from image space to such feature space. Moreover, the
chosen loss function should motivate the creation of the class clusters by direct inclusion of
the required margin during the feature extractor training process.
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Combining state-of-the-art knowledge with my experiments, I decide to utilize DenseNet-121
with Arc loss. As a training data, I use preprocessed Casia-WebFace dataset and retrain
architecture pretrained on ImageNet challenge. The feature extractor expects the input to
be a facial image. For face detection in an unknown image can be utilized Haar Cascade
detector, for example, however, the task of the face detection is outside the scope of this
work.

In the open-set testing protocol, the classification of the image is based on the distance
between the features of a tested image and an anchor. If the distance is lower than the
chosen threshold, the tested image is classified into the anchor’s class, otherwise, a new
anchor from the database is chosen. If no untested anchor left, the person on the tested
image is declared to be an unknown subject.

9.3 Pipeline of the system

The pipeline of the whole X-Bridge based heterogeneous face recognition system can be found
on Fig. 9.2.

Figure 9.2: X-Bridge based heterogeneous face recognition system pipeline. The system is

composed of three main parts: (1) Cross-modal bridge (green); (2) Feature extractor (blue);

(3) Final decision based on a distance of features (red).

The input image x with a human face is firstly encoded by the encoder E into the shared-
latent space Z. In the next step, based on latent code z, the generator generates translated
image x̂ from the required modality. x̂ is further sent into the feature extractor, which
produces feature vector ft on the output. In the last step, a distance between ft and anchor’s
feature vector fa is calculated, where fa is a feature vector of an image from a tested database
(containing N feature vectors). If the distance is lower than the threshold θ, x is classified
into the class Ca (anchor’s class), a new anchor from the database is chosen otherwise. If no
anchor left, the person on the image x is declared to be an unknown subject.
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9.4 Facial Features Preservation Score

For GAN evaluation, there are used two different performance metrics - Inception Score, and
Fréchet Inception Distance.

Inception Score (IS) [188] is named after Inception classifier [50], which is classification net-
work from Google trained on the ImageNet challenge. There are two criteria in measuring
the performance of GAN: (1) The quality of the generated images; (2) The diversity of the
generated images. The Inception network is used to classify the generated images and predict
P (y|x), where y is the class label, and x is the generated image. The IS has the lowest value
of 1, and the highest value of the number of classes supported by the classification model,
i.e., the highest possible IS is 1000.

Fréchet Inception Distance (FID) is also using the Inception net, although, only for extraction
features from an intermediate layer this time. Using a multivariate Gaussian distribution,
the data distribution of extracted features is modeled. The FID between the real images
and generated images is then computed. The main advantage of FID over IS is its better
robustness to noise.

However, despite the fact the used cross-modal bridge is based on GAN, I argue that none of
the above-listed metrics is suitable to evaluate cross-modal bridge qualities fully. The most
important thing for the cross-modal bridge in heterogeneous FR pipeline is the ability to
preserve important facial features. Such features are essential for the correct decision of face
classifier and, therefore, critical for the proper functioning of the whole heterogeneous face
recognition system. To further elaborate, GAN’s higher IS or FID does not directly ensure
its better performance while using it as the cross-modal bridge.

From the above-mentioned reasons, I propose a novel performance metric directly for the
evaluation of a cross-modal bridge called Facial Features Preservation Score (FFPS). FFPS
is defined as follows:

FFPS =
RR(translated)

RR(original) + ξ
, (9.6)

where ξ is a very small number, RR is recognition rate on the original dataset, translated
respectively. For the open-set classification protocol, the recognition rate is substitute by the
F1 Score. To obtain recognition rates (F1 Scores), I propose to employ the pretrained ArcFace
network [68], which is publicly available and provides state-of-the-art results across multiple
benchmark datasets. The same network is utilized for both - RGB and Sketch domain. I
believe that within one modality feature extractor should be robust and precise enough.

The FFPS has the lowest value 0, which can occur in the case recognition rate of translated
dataset is 0. The highest value of the FFPS is not limited, nevertheless, I argue there
should be the most information in the original data, therefore, with their translation is some
information lost. This means the recognition rate of translated dataset should always be
equal or lower than the original one.
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Experiments

In this chapter are presented various experimental results divided into two main parts which
correspond to the two main parts of the system - comparison of feature extractors, and
comparison of cross-modal bridges. Each part starts with a description of the used dataset and
its preprocessing. In the following subsections are introduced tested methods, experimental
settings, and reached results. Each main section is ended with result comparison and their
discussion. All the tested methods were implemented in Python using Keras [189] or Pytorch
[190] deep learning frameworks.

10.1 Feature extractor comparison

In this section are described experiments with different feature extractors in the standard
face recognition task. Based on these experiments is chosen final feature extractor used in
the pipeline of my own system described in the previous Chapter. The outline is as follows:
First, the training data are described. Second, the comparison of state-of-the-art architecture
is listed. Third, different loss functions are tested on two different datasets. Fourth, the
obtained results are discussed, and conclusions are drawn.

10.1.1 Training data

For the following experiments, I use the Casia-WebFace database as a training set. If it
does not say otherwise, it is also used as a testing set. Casia-WebFace contains 494414 RGB
images of 10575 subjects, each with the resolution of 250×250 pixels. Persons are captured in
variable external conditions, including pose, illumination, occlusion, age variations, haircut
changes, sunglasses, etc. For exemplary images, see Fig. 10.1.

For the training of tested neural network architectures, I decided to use only identities,
which have at least 100 images presented. With this step, I largely alleviate a problem
with unbalanced classes for the training, when it is easier for the method just to ignore rare
classes and focus on the common ones during the training. This flaw generally has two main
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Figure 10.1: Exemplary images from Casia-WebFace database. Taken from [191].

solutions. First, the usage of weighted loss during the training, where the loss from the rare
classes has introduces a larger penalty than from the common ones. The second solution is
to balance the frequency of classes via a change of the training set.

If it does not say otherwise, all the training data are preprocessed in the following way.
The resolution of all images is decreased to 128 × 128 pixels. To enrich the training data,
I generated a horizontally-flipped version of each image. To further enrich the training set
and address the rest of the unbalances, there are performed data augmentations. To be more
specific, I modified images with Gaussian blur, noise, and brightness transformations. This
leads to 908953 images in total. The data are split into three subsets - training, validation,
ad testing set, in portion 70-15-15. All the image values are normalized from 0 to 1.

10.1.2 Comparison of state-of-the-art architectures

There is presented a comparison of a baseline NN architecture and three most important neu-
ral network architectures usable for image classification in this subsection. All the networks
in this chapter are trained on a multi-class closed-subset face recognition using standard
cross-entropy loss function, and their last layer is a fully-connected layer with 925 neurons
(one for each class). For updating NN’s parameters is used standard SGD method.

As a baseline method is used simple CNN containing three convolutional layers (32 filters
each), each followed by ReLU non-linearity and max-pooling layer. After convolutional layers,
a fully-connected layer with 1024 neurons is employed, followed by ReLU non-linearity and
dropout with drop-rate 50%. CNN was trained with a mini-batch size of 128 images during
400 iterations.

As the second tested architecture, it is utilized VGG16, which belongs to the golden standard
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among classification networks nowadays. Its main drawback is a huge number of parameters
and, therefore, very slow training. The main advantage is the possibility to download a model
which was pretrained on ImageNet challenge and only fine-tune its weights because I presume
features extracted by initial convolutions to be the same or very similar for face recognition
as for general image classification. VGG was fine-tuned with a mini-batch size of 64 images
during 150k iterations.

The third tested architecture is based on the Deep Residual network ResNet-50. Despite
its much bigger depth, its number of parameters is approximately only one-quarter of their
number in VGG16 architecture. I again use the ImageNet pretrained model, which I fine-
tuned with a mini-batch size of 64 images during 150k iterations.

The last architecture is Dense Convolutional network DenseNet-121, which is again fine-tuned
with a mini-batch size of 64 images during 150k iterations. The reduction of parameters
comparing to the ResNet-101 is approximately 70%. Comparison of results of classification
is showed in Table 10.1.

Table 10.1: Comparison of classification recognition rates for tested state-of-the-art architec-

tures. Partially taken from [191].

Architecture Development set Test set Number of parameters

Baseline CNN 72.5% 71.1% 2148189

VGG16 85.2% 84.4% 132863336

ResNet-50 91.6% 90.9% 25636712

DenseNet-121 96.6% 96.2% 7901056

DenseNet architecture decreased the recognition error by more than 5% on both develop-
ment and test set, comparing to the second-best tested architecture - ResNet-50. This is
approximately 60% of relative error decrease. These results are even more significant from
the point of view of parameters, because, as it was already said, DenseNet spares around 70%
of parameters comparing to ResNet-50 and approximately 94% spare comparing to VGG16.
This fact indicates a huge boost of parameter efficiency across the two newer architectures.
Both of them significantly surpassed the baseline architecture and VGG16 while also spare a
huge amount of parameters and, therefore, also computational time.

10.1.3 Comparison of loss functions

There is presented with a comparison of different designs of loss functions in this subsection.
All the results in the following table are taken from the original articles and/or from the
MegaFace challenge result table. Unfortunately, I was unable to replicate these results,
because there is no longer possible to access the dataset due to the inactivity of authors of
the challenge. Moreover, only results from the five most important loss functions are listed,
see Tab. 10.2.

All the tested loss functions significantly outperform standard Softmax loss function, whereas
loss functions based on angular and cosine margin reach superior results.
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Table 10.2: Comparison of the MegaFace challenge results for different loss functions.

Method Rank1 - Identification

Softmax loss 78.89%

Triplet loss 80.60%

SphereFace 82.95%

Coco loss 80.57%

Arc loss 83.57%

In the following experiment, I implemented chosen loss functions and use them for fine-tuning
of pretrained ResNet-50. The classification protocol and the training setup are the same as
in the previous subsection. The results are listed in Tab. 10.3.

Table 10.3: Comparison of classification recognition rates for chosen loss functions.

Method Recognition rate

Softmax loss 90.9%

Contrastive loss 91.9%

Triplet loss 92.6%

Arc loss 95.3%

It can be seen that a change of the loss function without any changes in the NN’s architec-
ture can significantly improve classification recognition rates. All the tested loss functions
outperform standard Softmax. Arc loss reaches the best results once again. Moreover, Arc
loss can be trained the same way as Softmax loss, i.e., without any changes of labels of the
training set, which is a significant advantage in comparison with Triplet loss, for example.

10.1.4 Discussion

In this section is presented a comparison of different NN architectures and different classifi-
cation loss functions. The comparison of state-of-the-art architectures shows superior results
of DenseNet over the other candidates. Moreover, the training time of the network is lowest,
thanks to the significant saving of parameters.

Arc loss reaches the best results in the comparison of loss functions. By combining the
reached results with the ability to use original labels for the training of the network, Arc loss
becomes potentially the best option among tested losses.

For the final heterogeneous face recognition system, I retrain pretrained DenseNet using Arc
loss. During the training are the first few layers fixed. As the training data, I use preprocessed
Casia-WebFace again. This FR approach reaches 98.9% recognition rate on the development
set and 98.6% recognition rate on the test set.
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10.2 Cross-modal bridge comparison

In this section are described experiments with methods potentially useful as a cross-modal
bridge. First, the training and testing data are described. Each tested method is evaluated for
the sketch-to-image, and also for the image-to-sketch task. Qualitative results are provided
for all the tested methods. For chosen methods, quantitative methods are listed afterward.
The results of state-of-the-art methods are compared with a novel proposed approach. At
the end of this section, conclusions are made and discussed.

10.2.1 Training data

There basically exist two suitable datasets for the training of facial photo-to-sketch translation
systems. First, a CUFS dataset, which has three main subparts and should contain 606 photo-
sketch pairs in total. However, the photos from the second and the third part are no longer
available on the Internet. This means there remains only a CUHK dataset containing 188
images of students from Honk Kong university, see Fig. 10.2. Despite its small size, it is a
very popular dataset. All the photos are in the frontal pose, normal lighting conditions, and
with a neutral expression. All the sketches are drawn by an artist. Apart from the small
size, the main disadvantage is the fact there are only Asians in the dataset. This is a very
limiting factor for the training of the system because thanks to the total omission of the
other races, there is a high probability that the fully-trained system would have problems
with generalization and, therefore, with the translation of the different data.

Figure 10.2: Exemplary image pair from CUHK database.

The second possible dataset is CUFSF. CUFSF includes 1194 sketches drawn by an artist,
which corresponds to images from the color-FERET dataset. Unfortunately, there are some
inaccuracies in pair filenames, therefore, only 895 pairs can be easily constructed. Sketches
are provided in two versions - original version, and a cropped version. All the corresponding
RGB images can also be cropped according to coordinates of the center of the eyes and the
tip of the nose, which are provided by the authors of the dataset. For the exemplary image
pair, see Fig. 10.3. The preprocessed images have a resolution of 426× 372 pixels.

Apart from the bigger size of this dataset, the main advantage is the presence of different
nationalities among the drawn subject, therefore, I decide to use the CUFSF dataset instead
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Figure 10.3: Exemplary of preprocessed image pair from CUFSF database.

of the first one. In all the following experiments are used cropped versions of the sketches.
To enrich the training data, a horizontally-flipped version of each image is generated again.
Unfortunately, there is no possibility to use very popular augmentation - Gaussian blur
because it would the generator allow learning to produce blurred images, and moreover,
thanks to the presence of the blurred images in the real data, there would not be any way for
the discriminator to reveal them. All the data values are normalized from 0 to 1. The data
are split into three subsets again (training, validation, testing) in portion 80-10-10.

10.2.2 Testing data

To obtain quantitative results for different cross-modal bridges and also for the testing of the
performance (for details see the next Subsection) of the whole heterogeneous face recogni-
tion system in the image-to-sketch translation task is chosen a color-FERET dataset. The
FERET dataset was created to support the development of automatic FR systems assisting
security and law enforcement. Unfortunately, obtaining the original dataset is very com-
plicated nowadays. Luckily, since its original release, there was an update of the original
FERET with new additional RGB images. The updated dataset was named color-FERET,
for exemplary images see Fig. 10.4. For each identity, there are at least six different images
with big pose variations captioned in controlled lighting conditions.

For modern homogeneous FR approaches, it is an easy dataset, and there is a trend to test
novel approaches on more challenging ones. Nevertheless, there is important to point out
that in law enforcement tasks or wanted-person database searching tasks, i.e., tasks relevant
in heterogeneous FR, it is expected photos of the subject will be taken in a controlled or
a semi-controlled environment. This makes the color-FERET ideal benchmark dataset for
heterogeneous FR.

The color-FERET dataset is preprocessed in the following way: (1) Images, used for the
training of cross-modal bridges are completely removed because otherwise, they would posi-
tively affect the recognition rate of the whole system. That leaves me 11336 images for 994
identities; (2) Each image is cropped. If coordinates of eyes, mouth, and nose are provided
from the authors of the dataset, the crop will be based on these coordinates. Otherwise, the
crop is based on the Haar-Cascade face detector. All the crops are converted to gray-scale
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Figure 10.4: Exemplary images from color-FERET database.

because colored images are not presented in the cross-modal training set. The preprocessed
images are resized to a resolution of 426× 372 pixels to correspond to the cross-modal bridge
training set.

Unfortunately, to my best knowledge, there does not exist any suitable dataset for testing
heterogeneous FR system in the sketch-to-image task. On the one hand, there exist some
facial sketches dataset, on the other hand, they always contain maximally one image per
person, i.e., are unusable for FR task. For this reason, only qualitative results for sketch-to-
image translation are listed in this work.

10.2.3 Quantitative-results testing protocol

To objectively compare the results of different cross-modal bridges, I propose the following
testing protocol. In the first step, using the tested method, I translate the whole FR bench-
mark dataset to the sketch modality. In the second step, there is an applied chosen facial
feature extractor. The results are evaluated under the open-set setting protocol. To obtain
a quantitative result for each cross-modal bridge is calculated FFPS. To further compare
and also to provide better picture and comparison with already existing systems, precision,
recall, and F1 Score of the proposed heterogeneous systems using tested cross-modal bridge
are calculated. Accuracy is omitted due to a large number of true negatives comparing with
true positives.

It would be ideal, if there exists some dataset directly designed for image-sketch recognition,
however, to my best knowledge, there exists none to this day. Therefore, color-FERET is
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chosen as the benchmark dataset. On the one hand, it is a relatively easy dataset for state-
of-the-art FR algorithms. On the other hand, it is still challenging for heterogeneous FR
tasks.

For facial features, extraction is chosen DenseNet trained with ArcFace loss. This decision is
based on the experiments from the previous section and justified in Section 10.1.4.

10.2.4 PG-GAN

The first tested system is PG-GAN - a high-resolution generator. I follow the same assumption
as UNIT - a pair of corresponding images from two different domains can be mapped to the
same latent code in a shared-latent space. The pipeline of the experiment is following: (1)
Use PG generator GPG to generate huge amount of synthetic image xgen- latent code zgen
pairs using original PG-GAN; (2) Train encoder EI with mirrored structure of the generator
using synthetic pairs; (3) Utilize trained encoder EI to obtain latent codes zC for images
from CUFSF dataset; (4) Utilize sketch xs - latent codes zC pairs to train encoder ES ; (5)
Use encoder ES and generator GPG as a cross-modal bridge.

In the first step, I generate 400k synthetic image xgen - latent code zgen pairs. This new
dataset is split into three subsets - training (320k pairs), validation (40k pairs), and testing
(40k pairs). Each synthetic image is generated from randomly generated latent code with
normal probability distribution N (µ, σ2), where µ = 0 and σ2 = 1. For the purpose of the
training, all the generated images are resized from the original resolution 1024× 1024 pixels
to the resolution 128× 128 pixels.

In the second step is utilized CNN as an encoder with the mirrored architecture of the
generator GPG, for the detail see Tab. 10.4. I tested two different setup of the architecture -
one with max-pooling and one with average-pooling as the last layer. The architecture with
average-pooling reached slightly better results. The encoder’s goal is to encode the synthetic
image into the original latent code correctly, i.e., it is trained for the regression task using L2

squared norm. For updating CNN’s parameters is used standard SGD with initial learning
rate 0.1 and step decay 0.1 every 60 epochs. The network is trained during 300 epochs with
a mini-batch size of 64 images. I also tested other optimizers, but SGD provides the best
results.

The fully-trained encoder provides very good results for the synthetic data during testings.
After encoding the synthetic image, I make its reconstruction and compare the result with
the original image. Generally, the pose of the reconstructed image is almost identical, and
most of the facial features too. There are appearing some small differences in facial details,
nevertheless, the reconstructed person is very similar to the original subject, see Fig. 10.5.

Unfortunately, this is not a case for real images. In the next step, I take images from the
Casia-WebFace dataset and try to encode and reconstruct them the same way as the synthetic
data. Despite the same preprocessing and very similar difficulty of the data, results are much
worse. The preservation of pose is very reliable, however, the resemblance of the reconstructed
person is very vague, and facial features are generally very different, see Fig 10.6.

I argue this can be caused by two possible reasons. First, different distribution between
the synthetic and the real data. The encoder sees only the synthetic data during training,
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Table 10.4: Structure of proposed encoder EPG. All convolutions are implemented with stride

1. There are two possibilities for the last pooling layer - average-pooling, or max-pooling.

The output of the last layer has size 512×1, which is also the size of the latent space z.

Conv2D(32, 3× 3) Conv2D(128, 3×3) Conv2D(256, 3×3) Conv2D(256, 3×3)

Leaky ReLU(0.2) Leaky ReLU(0.2) Leaky ReLU(0.2) Leaky ReLU(0.2)

Conv2D(32, 3× 3) Conv2D(128, 3×3) Conv2D(256, 3×3) Conv2D(256, 3×3)

Leaky ReLU(0.2) Leaky ReLU(0.2) Leaky ReLU(0.2) Leaky ReLU(0.2)

MaxPool(2×2) MaxPool(2×2) MaxPool(2×2) MaxPool(2×2)

Conv2D(64, 3×3) Conv2D(256, 3×3) Conv2D(256, 3×3) Conv2D(512, 3×3)

Leaky ReLU(0.2) Leaky ReLU(0.2) Leaky ReLU(0.2) Leaky ReLU(0.2)

Conv2D(64, 3×3) Conv2D(256, 3×3) Conv2D(256, 3×3) Conv2D(512, 3×3)

Leaky ReLU(0.2) Leaky ReLU(0.2) Leaky ReLU(0.2) Leaky ReLU(0.2)

MaxPool(2×2) MaxPool(2×2) MaxPool(2×2) Pooling(2×2)

Figure 10.5: Results of the encoder EPG for the testing synthetic data. In each pair is an

original encoded image on the left and reconstructed image from the obtained latent code on

the right.

Figure 10.6: Results of the encoder EPG for the testing real data (Casia-WebFace). In each

pair is an original encoded image on the left and reconstructed image from the obtained latent

code on the right.

and it is learned their distribution. The encoding of data with different distribution can be
very problematic for it. Second, an insufficient mapping of the latent space. It is possible
the generator can handle only an ”incomplete” representation of latent space, i.e., can not
generate reasonable results for some parts of it, because these parts were not introduced to
it during its training. In combination with the possibility, the encoder encodes the never
seen real data to these parts of the latent space, the generator can have serious problems to
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reconstruct the data correctly.

Unfortunately, without the ability to correctly encode and reconstruct the real data, this
method can not be used as a cross-modal bridge. I propose two possible solutions. First, a
comparison of the distribution of the synthetic and the real data. If there exist any differ-
ences, it is necessary to adjust the synthetic data generation. Second, training of the encoder
with the generator with fixed parameters together. By this approach, it is possible to cal-
culate the loss of the encoder not as the difference between latent codes, but as a difference
between original and reconstructed image. Moreover, if I assume that the generator can also
reconstruct the real data, it is no longer necessary to use the synthetic data for the training.
I plan to address the problem in my future work.

10.2.5 VAEGAN

VAEGAN can be a very potent solution for image-to-image translation. VAEGAN is com-
posed of three main parts - encoder, generator, and discriminator. For the training of the
method is used the CUFSF dataset. All the images are resized to the resolution of 64 × 64
pixels. The best-tested architecture can be found in Tab. 10.5.

Table 10.5: Structure of the best-tested architecture of VAEGAN. All convolutions have

stride 2. Each layer except the last one in the discriminator (which is the classification layer)

is followed by instance normalization and ReLU activation function. The latent space is

represented by two fully-connected layers with 256 neurons.

Encoder Generator Discriminator

Conv2D(64, 5× 5) FC(1024) Conv2D(32, 5×5)

Conv2D(128, 5× 5) Deconv2D(256, 5×5) Conv2D(128, 5×5)

Conv2D(256, 5×5) Deconv2D(128, 5×5) Conv2D(256, 5×5)

FC(1024) Deconv2D(32, 5×5) FC(256)

FC(1)

Figure 10.7: Results of the reconstruction of images using VAEGAN.

I perform three different experiments with VAEGAN. First, image reconstruction to verify the
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potency of the approach. I use data from two facial datasets - Casia-WebFace and CelebFaces.
I do not make any augmentation, I just resize all the images to the size of 128 × 128 pixels
and then randomly cropped an area of size 64 × 64 pixels around the center. Moreover, all
image values are normalized between 0 and 1. VAEGAN is trained during 50 epochs with
mini-batch size 64 and initial learning rate l = 3 × 10−3 using RMSProp optimizer. During
the training, there are always performed two updates of the encoder and the generator for
each update of the discriminator. This heuristic approach is employed to reach better training
stability. The method reaches promising results, see Fig. 10.7.

In the second experiment, there is VAEGAN used as a cross-modal bridge for image-to-sketch
translation. The architecture of the network is unchanged. As training data, it is used the
preprocessed CUFSF dataset, whereas all the images are resized to the size of 64× 64 pixels.
The training setup is identical to the one in the first experiment, for the qualitative results,
see Fig. 10.8.

Figure 10.8: Results of the image-to-sketch translation using VAEGAN.

It can be seen, the results are not good. The sketches are very blurred, and there apparently
occurs mode collapse of the GAN. Moreover, the training is very unstable, even with the usage
of heuristic training tricks. To overcome mode collapse, I employ Wasserstein loss instead of
the standard adversarial. This leads to slightly better results, however, the network is still
unable to produce sharp images with preserved facial features.

In the last experiment, I train VAEGAN to sketch-to-image translation, which is arguably
a harder task. The network is unable to converge to the meaningful results and generate
only noise. To conclude all the listed experiments, reached results are not good enough to be
successfully used as a part of the heterogeneous FR pipeline.

10.2.6 Pix2pix

Pix2pix [83] is a method designed for image-to-image translation task, for its pipeline see Fig.
10.9. As far as I know, it is the best existing supervised method for such a task. Originally,
it was trained on the Cityscapes dataset and CMP Facades dataset. Both datasets have
a very similar concept - both contain pairs consist of RGB image and its semantic (per-
pixel) segmentation. The method was later also tested on a day-night photo translation task
and a pose transfer task. The method generally provides very good results for all of the
above-mentioned tasks, therefore, it has the big potential for usage as a cross-modal bridge.

In my experiments, I test many modifications of the standard Pix2pix architecture, however,
I reach best results with two following modifications: (1) Different size of Markovian discrim-
inator - 16×16 in low-resolution experiments, 70×70 in high-resolution experiments - by this
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Figure 10.9: Standard Pix2pix pipeline. E = encoder, G = generator, D = discriminator, z

= latent space. Dotted line indicates L1 loss. xr is real input from the first domain, x̂f is

corresponding fake image from the second domain, x̂r is corresponding real image.

setting I get sharper results; (2) Instance normalization instead of the batch normalization -
I observe better training stability and faster convergence while using instance normalization.
Otherwise, the architecture is unchanged and can be found in the original paper. I would
like to mention that I also test using L2 distance instead of the original L1 distance. While
it leads to satisfactory results, the results using L1 distance are sharper and preserve more
facial details.

I perform four experiments in total to verify the sufficiency of the Pix2pix approach - two
with low-resolution images (sketch-to-image translation, and image-to-sketch translation)
and two corresponding ones with high-resolution images. As training data, I use the CUFSF
dataset. During the experiments, all the images are resized to resolution of 64 × 64 pixels
(low-resolution), 256× 256 respectively (high-resolution). All models are trained during 150
epochs with mini-batch size 1 using Adam optimizer.

The method reaches very good results in all of the experiments, whereas, qualitatively speak-
ing, results from sketch-to-image are slightly more realistic and precise in facial details, see
Fig. 10.10. I argue, that for some cases, the translated sketches are even more realistic,
precise and correspond better to the real image than the ground-truth data (see the second
row of Fig. 10.10.)

The qualitative results from image-to-sketch translation are also promising, see Fig. 10.11.
However, there arises a small problem with generalization, i.e., the system has problems to
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Figure 10.10: Image-to-sketch translation using Pix2pix method. There are real images in

the first column, generated corresponding sketches in the second column, and ground-truth

sketches in the third column.

generate glasses, earnings, etc. This flaw stems from a very small amount of training data.

Figure 10.11: Sketch-to-image translation using Pix2pix method. There are original sketches

in the first column, generated corresponding images in the second column, and ground-truth

images in the third column.

To conclude, the Pix2pix approach provides very realistic and precise results. Its main disad-
vantages are the necessity of image pairs for the training, small problems with generalization
stem from the lack of the data, and the necessity of two different networks (one for each
direction of the translation) in the two-directional cross-modal bridge task.

10.2.7 UNIT

UNIT [85] is another method designed for image-to-image translation tasks. UNIT is one of
the best unsupervised (i.e., does not need data pairs for the training) methods available. Its
main advantage is the ability to use the same model for both image-to-sketch and sketch-to-
image translation. It stems from shared-latent space assumption, i.e., it is assumed that two
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corresponding images from two different domains can be mapped to the same latent code
in a shared-latent space. Such an assumption also implies cycle consistency, i.e., the result
of a translation of already translated image should be the original image. The method was
tested on the Cityscapes dataset and also on a day-night photo translation task. For a reason
UNIT provided very realistic results in both of these experiments, I decided to test it as a
cross-modal bridge. It is worth to mention, the decision to use the UNIT method instead
of MUNIT [86] is based on the fact that only translation between two different domains is
necessary.

To verify the efficiency of the UNIT method, I train on the CUFSF dataset again. I use
the unchanged architecture of UNIT from the original article. During the experiment, there
is performed random crop around the center of an image, and this crop is resized to the
resolution of 256× 256 pixels. The method is trained during 150 epochs with mini-batch size
1 using Adam optimizer.

Qualitatively speaking, in the sketch-to-image translation experiment, UNIT reaches very
good results, see Fig. 10.12. In comparison with Pix2pix, I argue, the UNIT method is
better at generalization. On the other hand, Pix2pix provides more detailed outputs.

Figure 10.12: Sketch-to-Image translation using Unit method. There are real images in the

first row, generated sketches in the second row.

Figure 10.13: Image-to-sketch translation using Unit method. There are original in the first

row, generated images in the second row.

In the image-to-sketch translation experiment, UNIT also provides very good results, see
Fig. 10.13. Comparing it with Pix2pix, the generalization is better again, however, UNIT
is unable to learn to generate sharp images, and therefore there occurs lack of details. An-
other disadvantage is the inconsistency of results. It is not very obvious for sketch-to-image
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translation, but it is much more visible for the reverse process, see flipped image pairs.

10.2.8 X-Bridge

X-Bridge is a novel method designed specifically as a cross-modal bridge in the heterogeneous
face recognition task. Same as UNIT, X-Bridge assumes shared-latent space among two
different domains. Same as Pix2pix, it is a supervised method, therefore, it needs data
pairs for the training. In contrast with Pix2pix, it contains two main branches - translation,
and reconstruction branch. Each of the branches contains its own generator and its own
discriminator. Both branches share one latent space and one encoder. For the X-Bridge
structure, see Fig. 9.1.

In experiments, I follow the same protocols as for previous methods, i.e., firstly is X-Bridge
trained on the CUFSF dataset. During the experiments, all the images are resized to the
resolution of 256 × 256 pixels, and the model is trained during 150 epochs with mini-batch
size 1 using Adam optimizer. For the X-Bridge detail architecture, see Tab. 10.6.

Table 10.6: Structure of the X-Bridge architecture. Both generators have the same struc-

ture, whereas sharing parameters between Deconv2D-R and all Deconv2D-U layers. Both

discriminators have the same structure, except the translation discriminator is conditional,

whereas, reconstruction discriminator is not. If not say otherwise, all the convolutions and

the deconvolutions have stride 2. Conv2D-L denotes 2D convolution, followed by Leaky

ReLU. Conv2D-IL denotes 2D convolution, followed by instance normalization and Leaky

ReLU. Conv2D-U denotes encoder’s Conv2D-IL with an additional skip-connection between

Conv2D-U and corresponding Deconv2D-U layers in the generators. Conv2D-R denotes con-

volution, followed by ReLU. Deconv2D-IR denotes deconvolution, followed by instance nor-

malization and ReLU. Deconv2D-U denotes Deconv2D-IR with additional skip-connection

input from the corresponding encoder’s layer. Deconv2D-T denotes deconvolution, followed

by the Tanh activation function. Conv2D-IR1 denotes 2D convolution with stride 1, followed

by instance normalization and Leaky ReLU. Conv2D-1 denotes 2D convolution with stride 1.

Encoder Generator Discriminator

Conv2D-L(64, 4×4) Deconv2D-R(512, 4×4) Conv2D-L(64, 4×4)

Conv2D-IL(128, 4×4) Deconv2D-U(512, 4×4) Conv2D-IR(128, 4×4)

Conv2D-IL(256, 4×4) Deconv2D-U(512, 4×4) Conv2D-IR(256, 4×4)

Conv2D-IL(512, 4×4) Deconv2D-U(512, 4×4) Conv2D-IR1(512, 4×4)

Conv2D-U(512, 4×4) Deconv2D-IR(256, 4×4) Conv2D-1(1, 4×4)

Conv2D-U(512, 4×4) Deconv2D-IR(128, 4×4)

Conv2D-U(512, 4×4) Deconv2D-IR(64, 4×4)

Conv2D-C(512, 4×4) Deconv2D-T(3, 4×4)

For the results, see Fig. 10.14 and Fig. 10.15. It can be seen that X-Bridge reaches almost
flawless results in reconstructing of the original images in both tested tasks. It should be
noted that reconstruction results are usually a little bit brighter than the original image.
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Figure 10.14: Image-to-sketch translation using X-Bridge. There are real images in the first

column, reconstructed images in the second column, translated corresponding sketches in the

third column, and ground-truth sketches in the fourth column.

Figure 10.15: Sketch-to-image translation using X-Bridge. There are original sketches in the

first column, reconstructed sketches in the second column, translated corresponding images

in the third column, and ground-truth images in the fourth column.

As for the image-to-sketch translation results, X-Bridge reaches very similar results as Pix2pix.
I argue they are slightly better in terms of generalization. In the sketch-to-image task, for the
most sketches, X-Bridge produces more detailed and precise results than Pix2pix. Moreover,
I argue X-Bridge generalizes a little bit better than the original method, i.e., it has smaller
problems with the translation of earrings, glasses, etc., see Fig. 10.16.

In the next experiment, I test X-Bridge’s ability to handle real images taken in a semi-
controlled environment, see Fig. 10.17. The photo is taken using a mobile camera, and the
face is detected automatically using the Haar-Cascade face detector. The generated sketch
preserves the pose of the subject almost flawlessly, the translation of hair is also very realistic
and detailed. The facial features preservation is worse than for the images from the testing
database, however, I argue the mutual resemblance is still satisfactory for purposes of the
face recognition task.
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Figure 10.16: Comparison of translating subject with glasses (original image on the left) using

Pix2pix (the second one), UNIT (the third one) and X-Bridge (the last one). All methods

correctly drew glasses into the sketch, however, Pix2pix was unable to correctly draw the

right eye behind the glasses, and the sketch generated by UNIT is low quality overall, which

suggest the glasses cause problems. On the other hand, X-Bridge was able to preserve sketch

details quite well and generates .

Figure 10.17: Image-to-sketch translation using X-Bridge. There is an original real image on

the left and generated sketch on the right.

To test X-Bridge’s ability to handle sketches drawn in a different style than the training
sketches, I perform two quick experiments. In the first experiment, I utilize data from the
CUHK dataset. The sketches are cropped and resized to a resolution of 426×372 pixels. The
comparison of exemplary results generated by Pix2pix, Unit, and X-Bridge can be found in
Fig. 10.18. I argue the decrease in the quality (the biggest one for Pix2pix) of the translated
images is caused by the change of the drawing style. Especially the fact that faces on the
sketches from the original dataset are much darker and shaded than the CUHK sketches
seems problematic for the translation.

Figure 10.18: Sketch-to-Image translation using Pix2pix (the second image) UNIT (the third

image) and X-Bridge (the fourth image). There is a sketch from CUHK dataset on the left,

and the corresponding real image on the right.

In the second experiment, I utilize a sketch drawn by an amateur, see Fig. 10.19. Unfor-
tunately, the obtained result is very low quality. The generated object remotely reminds
the human face, however, the result is unusable for the face recognition task. I believe the
amateur-drawn sketch is not enough contrasting, therefore, the X-Bridge’s encoder is unable
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to detect important facial features to encode them into the latent space. Also, the style of
the sketch is very different from the original one.

Figure 10.19: Sketch-to-Image translation using X-Bridge. There is an amateur-drawn sketch
on the right, translated image in the middle and the corresponding real image on the right.

To overcome such a problem can be utilized in X-Bridge’s reconstruction path. The re-
construction generator reconstructs the amateur-drawn sketch in the style of the training
sketches, and then a translated image is generated from this sketch, see Fig. 10.20. In com-
parison with the direct translation approach, the final result is much better in terms of the
similarity between sketch and the translated image. However, the translated image still does
not resemble the original subject. There are multiple reasons: (1) The original sketch is of
bad quality overall. This directly affects the original-style sketch reconstruction; (2) The
trained networks are not robust enough to the drastic change of the sketch style, because,
in the training set, there is only one style. To obtain more accurate and robust results, it
is necessary to enrich the training, which is a complicated task due to the lack of such data
available.

Figure 10.20: Sketch-to-sketch reconstruction using X-Bridge. There is the amateur-drawn
sketch on the right, reconstructed sketch on the middle, and translated image on the right.

In the last experiment, I test robustness in translation. As a testing data, I use the color-
FERET dataset utilizing non-frontal images, for exemplary results, see Fig. 10.21. For
both tested methods, a decrease in quality occurs in terms of detail preservation. Moreover,
Pix2pix is unable to overcome the fact that the right ear of the subjects is occluded and
try to model it in both cases. In the top row, Pix2pix believes the glasses are ”weird ear”,
whereas, in the bottom row, it models at least small remnants of the right ear. On the other
hand, UNIT and X-Bridge ”understand” the fact ear is occluded and is not forced to model
it.

In conclusion, I argue qualitative results provided by X-Bridge overcome other state-of-the-
art methods in terms of similarity between translated and corresponding images, robustness,
generalization capacity, and translated facial features preservation.
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Figure 10.21: Comparison of translation of a facial photo in non-frontal pose. Original photo
on the left, Pix2pix translation the second from left, UNIT translation the third from left,
and X-Bridge translation on the right.

10.2.9 Quantitative results comparison

In this section are presented quantitative results and their comparison for all the tested
methods. All tests follow the quantitative results testing protocol described in Subsection
10.2.3. For each of the tested methods, a graph for different distance thresholds with precision,
recall, and F1 score while using ArcFace feature extractor is listed. Moreover, the optimal
F1 score using my own feature extractor is calculated. The comparison of FFPS for all the
methods can be found at the end of this subsection in Tab. 10.7.

First, all the statistics are calculated for the color-FERET dataset, see Fig. 10.22. ArcFace
classifier reached F1 Score 0.75. I argue, such a low score is caused by the difficulty of profile
images, which makes approximately 30% of the whole dataset. My classifier reached F1 Score
= 0.80 for distance threshold = 0.49.

Figure 10.22: Precision, Recall, and F1 Score for color-FERET dataset. Optimal F1 Score is

marked with purple cross.
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Second, the Pix2pix method is tested, see Fig. 10.23. From the graph, it is obviously a big
performance drop of the ArcFace classifier on the translated dataset, to be more specific,
optimal F1 Score = 0.27 for distance threshold 0.32. I argue there are two main reasons
for such a decrease of performance: (1) ArcFace classifier was trained to classify facial pho-
tos, not sketches. However, approximately the same drop can be expected for every transfer
method; (2) Due to their complete omission in the training set, the Pix2pix method has very
big problems to transfer images with non-frontal poses or with non-neutral expression. More-
over, even for the frontal face with a neutral expression, the result’s quality is dramatically
decreased by the presence of earrings, glasses, etc. While using my classifier optimal F1 Score
= 0.31 for threshold = 0.35.

Figure 10.23: Precision, Recall, and F1 Score for dataset translated by Pix2pix method.

Optimal F1 Score is marked with purple cross.

Figure 10.24: Precision, Recall, and F1 Score for dataset translated by UNIT method. Op-

timal F1 Score is marked with purple cross.

Third, I perform the quantitative test using the UNIT method, see Fig. 10.24. Unfortunately,
UNIT reaches even worse results than Pix2pix. On the one hand, UNIT is more robust to pose
changes and can generalize better than Pix2pix, on the other hand, the quality of translated
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sketches is generally lower. I believe this flaw outweighs the advantages of UNIT, and it
causes a decrease in the performance. While using my classifier optimal F1 Score = 0.24 for
threshold = 0.33.

The last tested method is X-Bridge. I perform two experiments, the first is the same as
with other methods - translation, and the second while using reconstruction branch of X-
Bridge. In the first experiment, X-Bridge outperforms other methods by a large margin
while it reaches F1 Score = 0.57 for threshold = 0.48, see Fig. 10.25. I believe the dramatical
increase of performance compared to the other methods is caused by the combination of
accurate translation of frontal and near-frontal images (Pix2pix level of accuracy) with good
generalization and good robustness in pose and expression (UNIT level of generalization and
robustness). While using my classifier optimal F1 Score = 0.60 for threshold = 0.48.

Figure 10.25: Precision, Recall, and F1 Score for dataset reconstruction using X-Bridge

method. Optimal F1 Score is marked with purple cross.

Figure 10.26: Precision, Recall, and F1 Score for dataset translated by X-Bridge method.

Optimal F1 Score is marked with purple cross.

In the second experiment with X-Bridge, I calculated statistics over the reconstructed data.
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Despite small reconstruction inaccuracies, it can be seen obtained statistics over the recon-
structed data are identical with the statistics over the original one, see Fig. 10.26.

A comparison of the results can be found in Table 10.7, whereas the listed values of the F1
Score are while using my feature extractor.

Table 10.7: Comparison of the tested Cross-modal bridges.

Method F1 Score FFPS

Original 0.80 -

Pix2pix 0.31 0.39

UNIT 0.24 0.30

X-Bridge-T 0.60 0.75

X-Bridge-R 0.80 1.00

10.2.10 Discussion

In this section are described experiments with different cross-modal bridges and with the
whole heterogeneous face recognition system. Both qualitative and quantitative results are
provided for various testing settings.

My proposed method X-Bridge, provides superior qualitative results in all relevant areas.
Moreover, X-Bridge reaches superior quantitative results and outperform other tested meth-
ods by a significant margin. I believe such huge success is caused by two main factors: (1)
Method is based on supervised learning, which generally provides better results, if some
training data are available; (2) The addition of the reconstruction path, which motivates the
encoder to preserve and encode important facial features into the shared-latent space.
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Conclusion

This chapter is divided into three main parts. In the first part, there is a summary of the
thesis, and conclusions are drawn. The second part is dedicated to the evaluation of the dis-
sertation goals. And the last part quickly outlines my future work and possible improvements
to the presented system.

11.1 Thesis summary

This thesis proposes a novel heterogeneous face recognition system based on a novel synthesis-
based cross-modal bridge method named X-Bridge. In heterogeneous face recognition task,
the system has to overcome differences between two recognize modalities using cross-modal
bridge before traditional face recognition approaches can be utilized. Precisely for this task,
I develop and present a novel method based on generative adversarial networks named X-
Bridge. The main purpose of X-Bridge is to translate the input image from the first modality
into the second modality, i.e., to generate the corresponding image from the second modality
while preserving important facial features. In the first step, X-Bridge encodes the input
image into the shared-latent space. In the second step, based on the obtained latent code, it
is generated the translated image.

Facial feature extractor based on DenseNet is then applied to the translated image. DenseNet
is trained on the Casia-WebFace dataset while using Arc loss to produce compact class
clusters with a margin between them. Comparing it with the usage of traditional Softmax,
Arc loss dramatically improves the separability of class clusters, especially in the open-set
classification protocol. During the testing, features provided by DenseNet are compared with
anchor features taken from the testing database and are classified according to their distance
and calculated threshold.

Both parts of the system, cross-modal bridge, and feature extractor are compared with other
state-of-the-art methods and reach superior results. Moreover, a novel metric named Facial
Feature Preservation Score (FFPS) is presented. FFPS is designed to objectively measure
the performance of the cross-modal bridge in the heterogeneous face recognition task.
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11.2 Dissertation goals

In this section, the evaluation of the dissertation goals set in Section 1.4 is presented. Each
goal definition is repeated and followed by the evaluation of my work on it and by the
discussion of the results.

11.2.1 Face recognition methods

Modern face recognition approaches have three main attributes: (1) Training data; (2) Neural
network architecture; and (3) Design of the loss function. This goal aims to analyze existing
face recognition datasets, state-of-the-art methods, and available loss functions.

In this thesis can be found a quick review of face recognition datasets in Chapter 3. Based
on the review, the suitable dataset for training and testing both main parts of the system,
cross-modal bridge, and feature extractor, are chosen. The review of different neural network
architectures and loss functions can be found in Chapters 4 and 5. The most important
ones are tested, and the best ones are utilized in the final solution of the heterogeneous face
recognition system.

This allows me to consider this dissertation goal as completed.

11.2.2 Cross-modal bridge comparison

Each heterogeneous face recognition system needs a cross-modal bridge part to overcome
differences between two different modalities. This goal of the dissertation aims to analyze
existing methods potentially usable as the cross-modal bridge. With the quick development
of generative adversarial networks, they offer huge potential for synthesis-based cross-modal
bridges. The quick review of generative adversarial networks can be found in Chapter 6.

The most promising ones are tested and compared. Moreover, a novel method named X-
Bridge is proposed. X-Bridge addresses some of the problems of the existing methods and
reaches state-of-the-art results. Both qualitative and quantitative results are provided for all
the tested cross-modal bridges.

This allows me to consider this dissertation goal as completed.

11.2.3 Heterogeneous face recognition system

The traditional heterogeneous face recognition system is composed of two main parts: (1)
Cross-modal bridge; and (2) Classifier. This goal aims to apply methods from previous sub-
sections and combine them in a novel heterogeneous face recognition system while addressing
some of their flaws.

In Chapter 9 is presented a novel heterogeneous face recognition system based on X-Bridge
and DenseNet. X-Bridge overcomes other state-of-the-art methods in terms of similarity
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between translated and corresponding images, robustness, generalization capacity, and fa-
cial features preservation. Moreover, the system using X-Bridge reaches superior results in
comparison with systems using other cross-modal bridges.

This allows me to consider this dissertation goal as completed.

11.3 Future work

During the development of the heterogeneous face recognition system, I have discovered a few
problems. First, I was unable to train a cross-modal bridge based on PG-GAN successfully,
however, I believe this approach can be very promising for future research.

Second, X-Bridge has problems to translate facial images in profile poses. Third, X-Bridge
also has problems with sketches drawn in different styles than the style of the training set. I
propose three different solutions to address these problems in the future. First, enriching the
training set with data with large pose variations and drawn in different styles. This can be
problematic due to the fact that obtaining facial sketches in good quality is not a trivial task.
Second, I propose to utilize the reinforcement learning approach, i.e., find the similar task of
translation between two modalities with a big amount of data available, train the X-Bridge
method on this task and then perform fine-tuning of the method with the image-sketch pair
data. Third, the development of a better unsupervised method for image translation. This
allows us to utilize unpair data, which is much easier to obtain.

The last problem is a significant performance drop of the X-Bridge method for images in
the real world conditions. This problem was not addressed in this work because, in tasks
of person database investigations, it is not expected the suspect persons would be described
in such conditions. However, for example, in the task of surveillance, while using thermal-
cameras, the ability to recognize a person in arbitrary conditions can be beneficial. For the
reasons mentioned above, I would like to investigate the solutions to this problem more in
my future work.
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