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Review of Jan PaSek’s Master Thesis

Dear members of the master’s exam committee, :

Below please find my review of the master thesis by-Jan Pasek entifled “Source
Code Generation from Descriptions in Natural Language”.

The first chapter outlines the research questions of the thesis. The overarching

goal is to explore déep neural models that take an input in English and auto-
matically generate a Python code from it.

‘The second chaptel introduces the essential background in language modelmg

The description is sufficient to get a grasp about contemporary technigues in

NLP and language generation. A minor detail is-a potential misunderstand-

ing of. generative maodels, While Jan correctly clarifies the: distinction between
generative and ‘discriminative maching learning models, most modern neural

NLP models, 1nclud1ng those for generating language, are in fact purely dis-

ctiminative; they model‘the-conditional probability &f predicting the next token
given the encoded_mput and the previously generated output. In the rest of

the chapter, Jan explains the transformer architecture as.a particular example.

of the encoder-decoder paradlgm with 1mp]ementat10ns in GPT, BART, and T5.

The. theoretical ‘pait is finished by-explaining sub-word unit tckenization, de-
coding strategies, and evaluation metrics. Overall, for a reader decently versed

in deep learning but unfamiliar with contémporary NLP models, the chapter
gives a sufficient introduction,

In chapter three, Jan first introduces various tasks related te NLP tools applied
ot the domain of source codes. Next, an overview of several existing datsets i§
presented accompanied by a list of transformer models applied on these data.
This chapter concludes the survey part of the thesis.

-Chapter four outlines the research. questions, ie. bmldmg maodels:capable of
generating source codes in Pythen from thetr descnpr_mn in English. Jan builds

upon the BART architecnire and. first pre-trains the. model in a self-supervised

Jmannet on source code denoising.

Collecting the pre-training dataset by scraping GitHub is-presented in detail in

Chapter five. Jan built a large dataset by utilizing metadata-from each reposi-
tory. Each example, from, the machine learning perspective, consists of a single

‘Python function which are extracted by using thé built-in abstract s syntax ree
-parser of Python.
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Chaptersix describes the encoder part of the transformer which were adapted from previously pre-trained encoders
CodeBERT and MQDD. For training these models, Jan'scraped data from the Stack Overflow platform. The overall
results for generating source cede from description also shows a newly introduced metric PV that formally checks
whether the output code has a valid Python syntas. The results are solid and surpass the state of the art in some

setups. One open question that ¢ould be addressed in future work is to examine the putputs-and errors in a bigger
detail than currently diséussed at the end of Chapter six.

In sumimary, Jah addressed all the thesis goals in a thorough mannéy; compiled new ldarge-scale datasets. fiom
“scratch, pre-trained and fine-tunéd several state-of-the-art model atchitectures, and evaluated the results. My final
g_rade of hi_S thesis is ‘excellent (whorné).

Sincerely,

I, Tvan Habernal
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