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Obsah prace

The author uses a newly constructed Czech summarization dataset to evaluate the performance of
various state-of-the-art neural-network-based systems on the task of extractive summarization of
news articles. The models are based on BERT and Longformer architectures, pretrained for Czech
language. The authors conclude that for unknown datasets, BERT-based setup is likely more suitable,
while when the structural properties of the data (e.g. length and number of sentences) is
approximately known in advance, Longformer-based models can achieve better results.

Kvalita feSeni a dosaZenych vysledku

In the first half of the thesis, which introduces the used concepts and related work, the author shows
a clear understanding of the underlying techniques and algorithms and a good overview of recent
improvements of the key methods in this research field. As for the experiments, the evaluation
metrics are well selected. | welcome the use of the BERT score on top of the classical (but
problematic) ROUGE family evaluation measures. For the classification and clustering, the model
choices and parameter choices are very well reasoned and alternatives discussed, which shows the
author’s proficiency in the topic. From the sheer volume of experiments conducted, the work is
impressive in terms of how quickly the author was able to grasp and implement the number of
techniques needed.

Formalni uroveri

The thesis is very well written, showing proficiency in scientific English writing as well as a clear
understanding of the research questions, possibilites to solve them, and choices made along the part
of answering the research questions. The work is very well structured and easy to follow.

Prace s literaturou

An appropriate level of state-of-the-art literatur eis covered and correctly explained in detail.

Spinéni zadani

The author has fulfilled all the given requirements, in a scope and quality which exceeds the
expectations.



Dotazy k préci

What data was the CZERT pretrained on? Is it possible that some of the news articles in the test set
overlap with the documents seen in pretraining? If so, do you think this would be an issue?

How many documents form one summarization event on average? What is the impact of the number
of documents on the quality of the summarization?

In Section 3.1 you are listing the size of the training an evaluation datasets. Have you used any
separate development set for the training or have you picked the best-performing model directly on
the test set? If so, what can be the drawbacks of this?

Navrhuji hodnoceni zndmkou vyborné a préci doporucuji k obhajobé.
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