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1 Introduction
In the domain of automatic text summarization, neural networks show promising per-

formances. This work probes into the task of automatic summarization of Czech historical
documents, a largely unexplored niche area with a scant amount of datasets available. To evalu-
ate and improve the performance of our methods, we created our own dataset constructed from
a corpus of historical documents. Then we fine-tuned and utilized Transformer-based mod-
els Mistral 7B and mT5. We also implemented and evaluated a method, which we refer to as
Translation-Summarization-Translation, where we utilize state-of-the-art machine translation
and English summarization methods to generate Czech summaries. The performance of these
methods set a new baseline for the task of summarizing Czech historical documents.

2 Methods
We fine-tuned a 512-million parameter variant of mT5 from Xue et al. (2021) and the

Mistral 7B model from Jiang et al. (2023) on SumeCzech dataset from Straka et al. (2018),
which contains collection of articles from Czech news sites alongside their summaries. Addi-
tionally, we curated our own dataset, which we abbreviated as POC, comprising of historical
documents from Posel od Čerchova journals and their respective summaries. Mistral 7B was
additionally fine-tuned on the POC dataset. By using various training optimization methods,
we managed to fit the entire process of fine-tuning Mistral 7B on a single NVIDIA A40 45 GB
GPU.

For Translation-Summarization-Translation (TST) method, we used a machine transla-
tion model ALMA from Xu et al. (2024) and instruct fine-tuned Mistral 7B for text summariza-
tion. TST translates the given Czech text to English, summarizes it using the preferred English
summarization model and translates the English summary back to Czech.

3 Results
Mistral 7B additionally fine-tuned on POC is abbreviated as M7B-POC. The mT5 model

fine-tuned on SumeCzech dataset is abbreviated as mT5-SC. Using POC dataset, we evaluated
these three methods on POC-I and POC-P using ROUGERAW metric by Straka et al. (2018),
where M7B-POC achieved the highest overall performance. POC-I is a subset of POC that
contains summaries of issues and POC-P is a subset of POC which contains summaries of pages
of individual issues. However, our limited observations of the generated summaries suggest
that higher performance on the chosen evaluation metric does not necessarily indicate superior
summarization quality, particularly with regard to factuality.
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Table 1: Results of implemented methods on POC-P. M7B-POC was evaluated only on summaries it has not been trained on.

Method ROUGEraw-1 ROUGEraw-2 ROUGEraw-L

P R F P R F P R F

M7B-POC 23.5 17.4 19.6 4.8 3.5 4.0 16.6 12.2 13.8
TST 17.2 25.1 19.9 2.5 3.8 2.9 11.3 16.4 13.0
mT5-SC 20.2 8.2 11.1 1.4 0.5 0.7 14.9 6.1 8.2

Table 2: Results of implemented methods on POC-I. M7B-POC was evaluated only on summaries it has not been trained on.

Method ROUGEraw-1 ROUGEraw-2 ROUGEraw-L

P R F P R F P R F

M7B-POC 19.3 17.6 18.0 3.2 2.8 2.9 13.7 12.4 12.8
TST 14.0 24.8 17.5 1.7 3.1 2.1 9.1 16.3 11.4
mT5-SC 18.2 5.9 8.6 1.0 0.3 0.4 14.0 4.5 6.5
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