
Student  
scientific conference 2024

Dialogue Representation and Multimodal Fusion for Emotion
Cause Analysis
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1 Introduction
In this paper, we present an approach for solving SemEval-2024 Task 3: The Competition

of Multimodal Emotion Cause Analysis in Conversations (Wang et al. , 2024). The task includes
two subtasks that focus on emotion-cause pair extraction using text, video, and audio modalities.
Our approach is composed of encoding all modalities (MFCC and Wav2Vec for audio, 3D-CNN
for video, and transformer-based models for text) and combining them in an utterance-level
fusion module. The model is then optimized for link and emotion prediction simultaneously.
Our approach achieved 6th place in both subtasks. The full leaderboard can be found at https:
//codalab.lisn.upsaclay.fr/competitions/16141#results.

2 Task
The goal is to extract potential pairs of emotions and corresponding causes in a conver-

sation/document and/or other source of dialogue as illustrated in Fig. 1.

Figure 1: Emotion-cause pair extraction task illustration
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3 System Overview
We decomposed the main objective into emotion and link prediction (the estimation of

pairs) tasks. The final result then consists of source and target utterances provided by the link
and emotion of the target utterance.

The architecture is depicted in Figure 2. First, we encode the different modalities at the
utterance or dialogue level to incorporate more context. Next, we fuse the representations at
the utterance level. Once we have representations of all individual utterances in a dialogue, we
predict links and emotions.
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Figure 2: System architecture

4 Conclusions
Our model incorporates all modalities (text, audio and video features). The multi-task

learning may help for a single task, but it is very likely suboptimal. We have obtained better
overall results with two separate models and encountered conflicts in fusion strategies (whether
to use the aggregation or the fusion token). Our best model for emotion prediction is text-only
with no fusion mechanism, while the best model for linking benefits from the aggregation fusion
strategy. Our key findings during the result analysis are as follows:

1. The primary source of information resides within the text. Processing of audio/video
modalities has brought only a small positive impact in the case of the link prediction task.

2. The information about emotion showed to be important for the link prediction task and
significantly improves the results.

3. The context of the whole dialogue (processing multiple utterances at once) is crucial for
link prediction.
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