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ABSTRACT
Image annotation, also called labeling is a necessary task for any supervised learning approach to obtain ground
truth data for model training. This article offers a comprehensive survey of contemporary image annotation tools,
grouping freely accessible ones based on their service range, speed, and data privacy assurances.
In our exploration for tools capable of executing pixel-precise semantic labeling, we identified a shortage of swift,
free image annotation tools that don’t require users to upload their data to third-party servers. Therefore, we
introduce "PixLabelCV" - a lightweight, fast, offline, and standalone annotation tool primarily developed to aid
human annotators in achieving pixel-perfect labels promptly. Uniquely crafted to be freely available (open source)
and non-server-based, it ensures enhanced privacy and efficiency. Hence, it is aimed to serve as an ideal tool to
facilitate labeling data for smaller labs and businesses.
At its core, PixLabelCV fuses conventional labeling techniques such as delineating objects with rectangles or
polygons with multiple computer vision algorithms. Spanning basic thresholding in RGB or HSV color space to
more intricate procedures like flood fill or watershed the tool instantaneously computes and exhibits the resulting
segmentations. Annotators can swiftly add these segments to a class label or refine them by adjusting parameters
or markers before a quick repetition. To further augment the user experience, additional functionalities like mor-
phological closing are incorporated, facilitating an intuitive labeling process. Another standout feature is its ability
to uniquely assign pixels to singular classes, eliminating any potential overlap-induced ambiguities.

Keywords
Semantic Segmentation, Image Annotation Tools, Pixel-Precise Labeling, Computer Vision Algorithms, Annota-
tion Software

1 INTRODUCTION
With the increasing use and application of deep neural
networks for various tasks, labeled1 training data for
supervised learning is also increasingly needed. In this
context, for many tasks such as autonomous driving or

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

1 The terms "labeling" and "annotation" are used interchange-
ably in the context of this work. In general, the term "label" is
most often used to describe any output from a machine learn-
ing model, while "annotation" refers to the type of label, such
as an image-sized pixel mask.

medical image analysis, it is not sufficient to identify
only the objects present in the image, but it is also nec-
essary to determine the exact position and size of the
objects in terms of pixels. This process of assigning ev-
ery pixel of an image to an object class is called seman-
tic segmentation. In practice, this usually means that
the resulting label is an equal-sized image in which each
pixel has the value of the resulting class. However the
cost of annotating every pixel to generate training data
for a semantic segmentation network is immense [9].
Furthermore, studies by Zlateski et al. [17] on the qual-
ity of labels for semantic segmentation of urban scenes
have shown that a larger coarsely annotated dataset can
yield the same performance as a smaller finely, mean-
ing pixel-precise, annotated dataset. Conversely, this
means that a smaller number of images with precise se-
mantic class labels is sufficient to achieve the same per-
formance as is possible with a larger number of coarsely
annotated images.
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A particular burden for assigning a semantic class label
to each pixel is the fact that object boundaries can be
complex and therefore difficult to accurately annotate
[14]. More precisely Zlateski et al. [17] deduce from
the time annotators took during their experiment that it
is very hard for humans to draw pixel-precise labels, as
it depends on their vision, dexterity, etc., and will vary
greatly among different individuals.

Our goal is to reduce this effort by providing an image
annotation tool for semantic segmentation that is pixel-
perfect yet fast and easy to use, after initial acclimati-
zation.

2 IMAGE ANNOTATION PROGRAMS
2.1 Evaluation Criteria
We base our evaluation of image annotation tools on
several critical criteria, essential for optimizing both the
annotation process and the quality of the resulting data.

The first criterion is the range of functions offered by
the tool. This encompasses the variety of shapes that
can be annotated and extends to the inclusion of so-
phisticated tools, such as integrated AI models and ad-
vanced computer vision algorithms.

The most important evaluation factors are speed and
offline usability. The latter includes setup and instal-
lation and goes hand in hand with security, as there is
no need to upload your confidential data to third-party
servers, which enables faster processing times and con-
tributes to data security.

Label precision forms the cornerstone of effective
semantic segmentation. High precision, particularly
pixel-perfect mask creation over simpler coordinate-
based shapes or bounding boxes, directly impacts
the quality of machine learning models trained with
annotated data. Precise pixel masks circumvent issues
such as depth ordering in overlapping objects, ensuring
each pixel is accurately classified without ambiguity.

While ease of use significantly contributes to a tool’s
appeal, its subjective nature makes it challenging to
quantify. In this context, it is also important to note
the tools excluded from our evaluation. Commercially
licensed platforms and machine learning annotation
tools, such as Hasty.ai, Labelbox, Prodigy, RectLabel
and Supervisely were not considered due to their
exclusive commercial licensing. Additionally, tools
that were not accessible, faced technical issues, or
failed to meet minimum usability requirements, such as
GTCreator [4], RhobanTagger, DeepLabel, semantic-
image-label-tool Scalabel, labelImg, LabelStudio,
Labelflow and MedTagger were also excluded. Fur-
thermore, tools demanding extensive user data rights,
such as V7labs and Diffgram were omitted due to our
data protection criteria.

2.2 Comparative Analysis of Image An-
notation Tools

In our systematic evaluation of image annotation tools,
as detailed in Table 1, we sought tools that balance
functionality, user experience, and data privacy.
The analysis showed a preference for server-based,
browser-operated tools, predominantly outputting in
JSON, XML, and CSV formats. These formats are less
suited for semantic segmentation where precision is
paramount, as they typically save only the coordinates
of drawn shapes, potentially leading to inaccuracies
and overlapping shapes.

Among the tools listed, only CVAT, label-studio, Pix-
elAnnotationTool, Semantic Segmentation Editor and
S3A offer the capability to save labeling results as pixel
masks and are open source. While specialized tools
like PixelAnnotationTool (utilizing the watershed algo-
rithm for region creation) and S3A (semi-automatic la-
beling of printed circuit boards) target specific anno-
tation tasks, they are limited in broader usability due
to their restricted toolsets. Label Studio provides ba-
sic brush tools for pixel-precise labeling beyond simple
shape annotations, while Semantic Segmentation Edi-
tor introduces a more advanced "magic tool" for effi-
cient segmentation. However, CVAT stands out as the
most feature-rich tool, equipped with a comprehensive
suite of automation tools including advanced computer
vision techniques like smart scissors and automatic an-
notation capabilities via the TensorFlow Object Detec-
tion API. It supports a wide range of export formats,
making it a robust tool for complex labeling projects.

However, CVAT’s extensive setup requirements for
projects, annotators and "jobs", as well as the need to
set up the server for local use, are not neglectable hur-
dles. Moreover, CVAT, like its counterparts, does not
solve the depth order conflict inherent in overlapping
object annotations.

3 PIXLABELCV
3.1 Structure of the Program
Recognizing a gap in the availability of lightweight,
swift, and offline image annotation tools for semantic
segmentation, that allows half-automated pixel-precise
annotation, we developed our own solution.

The basic principle of using the program differs from
that of the other software tested. By allowing the ap-
plication of computer vision algorithms a segmentation
in the chosen region of interest (ROI) is performed in
the time of milliseconds, leading to a preliminary class
mask, which is presented to the annotator. Provided the
mask is precise enough to meet the annotator’s needs,
it can be swiftly added to the overall image mask. This
iterative process continues until the whole image is la-
beled.
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Figure 1: PixLableCV interface, annotations of the sled (purple) using GrabCut or Watershed algorithm and the
defect (red) using polygon annotation.

The PixLabelCV software2 facilitates the annotation
process by enabling human annotators to demarcate re-
gions within images. These regions can be assigned
to various classes using standard annotation shapes, in-
cluding rectangles, circles, and polygons. Additionally,
individual pixels in the image can be marked to be-
long to a specific class. After delineating a ROI, users
have the option to apply specific computer vision algo-
rithms. For instance, they can employ thresholding in
either HSV or RGB color space, setting both upper and
lower limits for each color channel. Alternatively, the
floodfill algorithm can be initiated within the ROI, orig-
inating from the current cursor location. Furthermore,
the watershed algorithm can be utilized to segment the
image based on the marked points. Details on the tech-
nical implementation can be found in Appendix A.

3.2 Usage of the Program
After starting the program, the user can either load an
individual image or select a directory containing mul-
tiple images. When a directory is chosen, the program
automatically recognizes images in BMP, JPG, PNG, or
TIFF formats and starts with the first image.

Class Selection: Choose the label class using the com-
bobox or by pressing the respective class number key.

2 PixLabelCV software will be available at https://
sqb-ilmenau.de/pixlabelcv. The source code
can be found on GitHub: https://github.com/
dominiks-dev/PixLabelCV

Figure 2: Applying a Threshold to segment the region
"sky".

For classes greater than 10, hold the Alt key while press-
ing the class number key. The selected class can be
changed anytime even after the segmentation to add the
resulting region to another class or remove it.

Drawing Shapes and Markers: For basic annotations,
enclose the object within a rectangle. More intricate
shapes can be outlined using polygons, which can be
further refined as shown in Figure 1. Round structures
are best represented using the circle tool: initiate by
positioning it on an edge contour, adjust segmentation
parameters or apply flood fill, then fine-tune by drag-
ging the contour and modifying the radius. A pixel
brush, whose radius is adjustable, is ideal for adding
or subtracting pixels from a specific class region. Addi-
tionally, marker points can be set for each class, which
serve as seed for the application of the watershed algo-
rithm in segmentation tasks. The same applies to the
GrabCut implementation.
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(a) Segmenting large ground area (highlighted yellow) accurately
from the water area (landcover dataset).

(b) Pixel-precise cell segmentation using thresholding in
a polygon (Histopathology dataset).

Figure 3: Examples of efficient PixLabelCV usage.

Segmentation Process: During the segmentation pro-
cess, algorithms like thresholding, flood fill, water-
shed [12] or GrabCut [13] are applied using previously
set markers or shapes. For thresholding, users can acti-
vate a color picker, which auto-selects the object’s pixel
color for segmentation. This selection can be refined
by adjusting the upper and lower boundary HSV val-
ues, as illustrated in Figure 2. Segmentation is initi-
ated with mouse actions or through an optimized key-
board setup.3 Once segmentation is satisfactory, it can
be added to the chosen class. If adjustments are needed,
parameters can be tweaked and segmentation can be
performed again within a few milliseconds. Flood fill
segmentation starts at the cursor’s pixel and users can
choose if the current segmented pixel mask should re-
place pixels that have already been assigned to other
classes. The same applies to the GrabCut algorithm for
separating the current class from the background (see
Figure 4).

Modifications: For any modifications, unwanted re-
gions or individual pixels can be removed by either al-
locating them to class 0 or background. This class is
designed specifically for erasing unnecessary elements,
with the brush tool also available for this task. It is also
possible to overwrite all pixels that already belong to
another class by explicitly setting this option. The pixel
brush tool is versatile, enabling both the addition and
erasure of pixels from a given class region. Lastly, the
software facilitates precise labeling with its zoom func-
tionality, swiftly magnifying up to 4x when needed.

Efficient Annotation Strategy: To optimize the anno-
tation workflow, a highly effective and swift technique
involves beginning with the placement of watershed
marker points across the entire image for every class.
This initial segmentation can be computed in a few hun-

3 All operations mentioned are assigned to keys conveniently
located around the ’ASDF’ keys, optimizing for dual-hand
usage thereby enhancing efficiency in labeling.

dred milliseconds, even for 4k images, producing a rel-
atively accurate pixel mask. If necessary, adding a few
more markers can refine this result before further en-
hancing the mask’s accuracy using other functions such
as floodfill or the pixel-brush. This approach not only
speeds up the process but also leverages the software’s
capabilities for achieving precise pixel masks with min-
imal manual intervention.

Moreover, it’s advisable to initially focus on segment-
ing objects or classes that are enclosed within others.
For shared boundaries between distinct classes, start the
segmentation with simpler-to-demarcate regions, em-
ploying the flood fill algorithm for efficiency. After-
ward, encompass the entire region within a bounding
box and designate it to the secondary class. Due to the
program’s design, which by default prevents pixels al-
ready assigned to one class from being overridden by
another, any pixels not segmented in the initial step will
automatically be attributed to the secondary class. This
strategy streamlines the annotation process by eliminat-
ing the need to meticulously draw an additional poly-
gon, with these computations being rapidly performed
in just milliseconds.

Saving and Advancing: Upon completing the annota-
tion, the output is a pixel mask where each pixel corre-
sponds to its class value. This mask can be stored as an
8-bit depth PNG file or if specifically chosen each class
mask can be saved in a separate file so that multiple
labels per image are possible. If a directory path was
initially provided containing multiple images, a single
button press both saves the current annotation and loads
the subsequent image for labeling.

3.3 Comparison to Segment Anything
Model (SAM)

The Segment-Anything Model (SAM) [10] is notable
for its ability to segment unknown objects within
images. Despite its extensive capabilities, the authors
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Figure 4: Graph Cuts - white (class) and black (background) - to segment cars.

(a) Results of our tool (PixLabelCV) setting marker points
and applying watershed algorithm.

(b) SAM segmentation result on sled using only few point
inputs and no bounding rectangle.

Figure 5: Comparing SAM to watershed algorithm on custom data.

of SAM have acknowledged specific shortcomings, in-
cluding occasionally missing finer structures in images,
creating minor hallucinated disconnected components,
and not consistently delineating sharp boundaries. This
last limitation is particularly evident when juxtaposed
against techniques that use a ’zoom-in’ approach.
Moreover, while SAM’s design emphasizes versatility
for a broad range of applications, this generality can
sometimes result in precision trade-offs.

While SAM demonstrates proficiency when provided
with a clear bounding rectangle around an object, as
exemplified by its performance on public datasets like
KITTI, it struggles when domain-specific expertise is
crucial for pixel-accurate segmentation. We encoun-
tered this limitation with medical images and our pro-
prietary dataset, especially for objects lacking a clear
bounding rectangle, such as the sled in our injection-

molded dataset (see Figure 5). Additionally, while the
decoder part of SAM operates quickly, encoding an im-
age can take many seconds to multiple minutes, de-
pending on the image size and is restricted to a maxi-
mum input image size of 1024x1024 pixels. In terms
of operational efficiency, SAM proved to be slower
with larger images and consumed substantial amounts
of memory compared to our tool. When provided with
ample input points, SAM’s performance becomes com-
parable to our tool.

In conclusion, while SAM offers a versatile approach
to image segmentation, our labeling program adeptly
mitigates some of its shortcomings, particularly in
refining masks that are either too expansive or too
constricted. Although SAM’s one-shot characteristic
presents clear advantages for well-known datasets such
as urban scenes where the model has been extensively
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trained, it struggles with large images and user-specific
datasets from sectors like industrial manufacturing.

4 USER STUDY
4.1 Setup of the Study
To evaluate our labeling program for semantic segmen-
tation, we conducted a user study with five participants.
The small number was chosen for feasibility, focusing
more on gaining qualitative insights into the usability
and effectiveness of our program rather than conduct-
ing a quantitative hypothesis test. The study was car-
ried out as follows. First, the students were given a brief
introduction to each tool to ensure they had a basic un-
derstanding of how to use them. Then the task was to
annotate one to three images from four different cate-
gories and datasets (KITTI, landcover, MHIST and our
custom dataset of an injection molded part4). After per-
forming the task each participant filled out a question-
naire in open-ended design which contained the follow-
ing questions about the two tools:

1. Which tool did you find faster for annotation im-
ages? Why? Options: CVAT, PixLabelCV, no dif-
ference

2. Which tools did you use the most often?

3. How much faster is it to use the computer vision
tools to annotate instead of only annotating with
shapes?

4. Which tool do you believe allowed you to annotate
images more accurately? Options: CVAT, PixLa-
belCV, no difference

5. Rate your overall satisfaction with each tool: Scale
from 1 (very unsatisfied) to 5 (very satisfied)

4.2 User Study Evaluation and Findings
Analysis of the user study results indicated that PixLa-
belCV, with an average satisfaction score of 3.4 (SD
0.49), is slightly behind CVAT’s 3.6 (SD 0.49) out of 5
in terms of usability and overall user satisfaction. Given
that all ratings were either 3 or 4 out of 5, we consider
PixLabelCV to be roughly on par with one of the lead-
ing state-of-the-art labeling tools.

Regarding the speed of annotation, half of the partic-
ipants found PixLabelCV to be faster, while the other
half favored CVAT, with one participant reporting no
significant difference between the two tools. It should

4 The dataset contains images of injection molded sleds for
quality assessment. There are images of good products and
ones of sleds that show one of the various defects that occa-
sionally occur during injection molding, such as short shot,
flash and color streak.

be noted that this assessment was based on the time
taken to label a series of images from different domains
(with only one per domain). For both tools, the combi-
nation of advanced computer vision techniques (water-
shed for PixLabelCV and "smart scissors" for CVAT)
with shape tools, particularly the polygon shape, was
credited for the perceived increase in labeling speed.

The most notable distinction between the tools emerged
in their accuracy. A vast majority - 80% of participants
- identified PixLabelCV as enabling more precise label-
ing compared to CVAT. This underlines PixLabelCV’s
capability to support detailed and accurate annotations,
essential for high-quality semantic segmentation.

Participants identified key features and advantages of
each program. PixLabelCV’s incorporation of the wa-
tershed algorithm was particularly valued for its effec-
tiveness in images with distinct color differences and
blurriness, such as medical images. This feature po-
sitions PixLabelCV as particularly advantageous for
projects requiring complex segmentation tasks. Con-
versely, the "smart scissors" feature in CVAT was ac-
knowledged for its proficiency in swiftly generating ac-
curate polygon labels, illustrating CVAT’s efficiency in
more conventional annotation scenarios.

4.3 Analysis
While the relatively small number of participants may
be perceived as a limitation of our user study, it is im-
portant to note that our focus was on evaluating the
practical utility and relevance of PixLabelCV rather
than conducting a quantitative hypothesis test. The
study reveals that PixLabelCV is on par with CVAT in
terms of usability and excels in enabling more precise
annotations, affirming its capability as a powerful tool
for complex segmentation tasks and as a viable alterna-
tive for unique and custom data applications.

Integration and Efficiency: PixLabelCV distin-
guishes itself through the seamless integration of
diverse tools to achieve enhanced boundary precision.
The process typically begins with an initial, coarse
delineation of boundaries using the watershed method.
This is followed by further refinements via the pixel-
brush and other tools for precise, custom-tailored
results. This integrated toolset proves especially ad-
vantageous for repetitive tasks, such as quality control
in industrial settings, where speed and accuracy are
paramount. Notably, PixLabelCV demonstrates an
inherent advantage in speed over AI-model-dependent
approaches like SAM, particularly for sets of similar
scenes.

Offline Usability and Performance: PixLabelCV is
engineered for flexibility, leveraging GPU capabilities
for accelerated algorithm performance when available,
with fallback to CPU processing. This architecture sup-
ports mobile use on laptops, eliminating the need for
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server connectivity and data transfer, thereby stream-
lining the labeling process.

Handling Large Images: The tool’s capability to ef-
ficiently process and segment large images, such as
those found in the Landcover.ai dataset, without sig-
nificant delays, highlights its suitability for extensive
geographic or environmental datasets.

Deployment and Precision: PixLabelCV’s minimalis-
tic design and straightforward deployment process fa-
cilitate quick setup and immediate use. Its precision,
particularly evident in medical imaging tasks, leverages
subtle color and brightness variations for meticulous
segmentation, further enhanced by features like flood-
fill for better edge distinction.

Considerations: While PixLabelCV excels in many ar-
eas, it encounters limitations in generic scenes where
pre-trained AI models are prevalent. In such scenar-
ios, tools capable of pre-labeling with task-specific AI
may offer more efficiency. Additionally, the tool’s rich
feature set and reliance on image processing principles
may pose a learning challenge for novices, contrasting
with the more intuitive nature of platforms like CVAT
or the straightforwardness of SAM for basic tasks.

Domain Applicability: PixLabelCV’s effectiveness
varies by application domain. While it offers consider-
able advantages for medical imaging and specialized
custom datasets, its utility may not extend as effectively
to areas well-served by existing AI models, such as
street scenes.

In conclusion, PixLabelCV represents a significant ad-
vancement in semantic image annotation, particularly
for users seeking high-speed, precision-driven tools for
specialized applications. However, potential users must
balance these benefits against the need for a founda-
tional understanding of image processing and the tool’s
specific capabilities.

5 CONCLUSION
Image annotation remains a pivotal component in the
realm of supervised machine learning and deep learning
paradigms. Our comprehensive examination of current
image annotation tools revealed a significant gap in the
market: the absence of swift, freely available annota-
tion tools that also prioritize data privacy. In response,
we introduced "PixLabelCV," a streamlined yet power-
ful offline tool crafted to enable annotators to quickly
generate pixel-perfect labels. By harnessing core com-
puter vision techniques such as the watershed and flood
fill algorithms and integrating these with basic shape
tools, PixLabelCV significantly enhances precision, fa-
cilitating the rapid development of high-quality pixel
masks.

The user study conducted to evaluate PixLabelCV
against established tools like CVAT highlighted its

strengths, particularly in precision and specialized task
performance. PixLabelCV demonstrated a competitive
edge, standing on par with CVAT in terms of usability
while outperforming it in accuracy as acknowledged
by the majority of participants. This underscores
PixLabelCV’s potential as a potent tool for complex
segmentation tasks, offering a robust alternative for
unique and custom data and use cases.
Looking forward, we aim to amplify PixLabelCV’s
capabilities by integrating the Segment-Anything
Model (SAM) through the ONNX Runtime. The
fusion of SAM with PixLabelCV’s existing computer
vision methodologies promises to enhance initial
segmentation efforts, paving the way for a more simple
usability for novices.
In summation, PixLabelCV aims to catalyze both the
precision and speed of the annotation process, thereby
optimizing the generation of premium-quality labeled
datasets.
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A PIXLABELCV - TECHNICAL IM-
PLEMENTATION

Our program, named "PixLabelCV", operates as
a Direct3D11 graphics application. It integrates
DearImGui [8] to manage graphics, user input, and
the display of GUI elements. Image processing is
primarily conducted using the Open Source Computer
Vision Library (OpenCV). Once processed, the re-
sultant image is transferred to the Direct3D graphics
buffer for rendering. All other operations, including
filesystem access and basic computations, are executed
using plain C++ in compliance with the ISO C++17
standard. The program is compiled into an executable
file, which needs only to be copied together with a few
dynamically linked libraries and can then be started
directly without installation required.

B DATASETS USED
In addition to other and customer-specific data sets with
injection molded objects, the following data sets were
used to test the segmentation programs. Our thanks go
to the providers at this point.

• BrainTumour from Medical Segmentation De-
cathlon [15]

• CamVid (Cambridge-Driving Labeled Video
Database) dataset [6] obtained from kaggle

• CT Medical images from cancer imaging
archive [2] [7] obtained from kaggle

• HRF (High-Resolution Fundus) [11]

• KITTI dataset [3]

• Landcover.ai V1 [5]

• MHIST: A Minimalist Histopathology Image Anal-
ysis Dataset [16]

• BreCaHAD [1]
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