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ABSTRACT
Animal Re-Identification (ReID) is a computer vision task that aims to retrieve a query individual from a gallery of
known identities across different camera perspectives. It is closely related to the well-researched topic of Person
ReID, but offers a much broader spectrum of features due to the large number of animal species. This raises
research questions regarding domain generalization from persons to animals and across multiple animal species.
In this paper, we present research on the adaptation of popular deep learning-based person ReID algorithms to the
animal domain as well as their ability to generalize across species. We introduce two novel datasets for animal
ReID. The first one contains images of 376 different wild common toads. The second dataset consists of various
species of zoo animals. Subsequently, we optimize various ReID models on these datasets, as well as on 20 datasets
published by others, with the objective of evaluating the performance of the models in a non-person domain. Our
findings indicate that the domain generalization capabilities of OSNet AIN extend beyond the person ReID task,
despite its comparatively small size. This enables us to investigate real-time animal ReID on live video data.
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1 INTRODUCTION

Re-identification (ReID) within computer vision per-
tains to the identification of individuals among vari-
ous images of different camera angles. The complexity
arises from diverse factors like pose, lighting, obstruc-
tions and appearance discrepancies, such as alterations
in clothes, accessories, hairstyles in humans, or shifts
in fur, feather patterns, and skin in the animal domain.
To tackle this challenge, modern ReID systems com-
monly employ deep learning algorithms to extract im-
age features, followed by a similarity measure to deter-
mine matches.

The ReID of animals is an active field of research
[Rav+20] that faces challenges due to the sheer diver-
sity and different appearance of the various species and
the fact that they are often difficult to distinguish within
a species by non-experts.

Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

Because of this, current animal ReID literature mostly
focuses on a single species with manually crafted fea-
tures such as skin landmarks, scars, fur patterns and
face recognition. Only few papers show feasible results
in a cross species setup.

Our work addresses the adaptation and optimization of
various person ReID algorithms to the animal domain.
We demonstrate the effectiveness of established CNN-
based person ReID algorithms on two datasets created
by our own as well as several open source datasets. Our
new datasets are made public to the research commu-
nity with download links provided in the summary.

2 RELATED WORK
Image-based re-identification of animals has been an
active research topic for many years. Photo identifi-
cation of animals can be traced back to 1996, when Raj
investigated the possibilities of recognizing wild marine
animals over several years by hand [Raj98].

Methods for animal ReID based on artificial neural net-
works were not introduced until years later. Especially
the rise of CNNs has brought new ideas and possibili-
ties into the field of re-identification in general. In the
following we present related work based on the person
and animal ReID tasks. Our research focuses on the do-
main generalization between persons and animals and
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not on the development of completely new algorithms
for animal ReID, as AI models for human ReID have al-
ready proven successful. We therefore try to build upon
these findings instead of starting from scratch. Over the
past years ReID-specific models have been developed
for the person recognition task. Some well perform-
ing ones have been implemented in the highly popular
Torchreid [Zho+19a] framework, which was used for
our study.

Yu et al. [Yu+17] present a ReID model based on
ResNet-50, in which not only the high-level features of
the output layer are used. Instead, the modified archi-
tecture has a parallel branch in the last residual block,
which taps the results of the two penultimate layers.
According to the authors, these should contain the mid-
level features. To calculate the overall result, the fea-
tures of all three final layers are combined before the
loss function is applied.

The “Multi-Level Factorization Net” (MLFN), pre-
sented by Chang et al. [Cha+18], is based on the
idea that more features are needed for a robust ReID
than a camera image from a single perspective. The
researchers investigated the possibility of automatically
learning and finding view-independent discriminative
features and combined their results in a new network
architecture.

Sun et al. [Sun+18] use an approach that internally di-
vides the image into several areas in order to examine
and compare important features at the part level. The
part-based convolutional baseline (PCB) network splits
an input image into p different fragments, which are
stacked vertically to represent different body parts. For
p = 6 these can be head, shoulders, chest, hips, legs
and shoes. These sections are used to compare them
with the corresponding parts of other images.

Li et al. [Li+18] investigated the problem that people
are not always perfectly aligned within their bounding
boxes. The team addressed this phenomenon using the
attention mechanism. A novel module for Harmonious
Attention (HA) is able to learn hard and soft attentions,
which are tailored for coarse and detailed features re-
spectively.

Zhou et al. [Zho+19b] state that features are to be found
not only on multiple, but on all scaling levels. They
therefore define an “omni-scale” approach, which is
a hybrid of different homogeneous and heterogeneous
scaling features. Based on this approach the authors
present the Omni Scale Network (OSNet). A novel
deep convolutional network family, which is an order
of magnitude smaller than ResNet-50, but at the same
time achieves better results in the ReID task. Accord-
ing to the authors, “omni-scale feature learning” also
proves to be a useful approach for other computer vi-
sion tasks. The OSNet [Zho+19b] and OSNet AIN
[Zho+21] model families have shown outstanding re-

sults in the person ReID task and multi-dataset domain
generalization scenarios.

Like many current approaches, the latest ReID ad-
vances are based on transformers. Vision transformers
(ViT) [Dos+20] show remarkable results in various
computer vision tasks, although they have not been
researched as long as CNNs. An early attempt to ad-
dress person ReID via ViT is TransReID [He+21]. The
authors justify this fundamentally new strategy by ar-
guing that ViT has the advantage over CNN approaches
of being able to better understand the global context
of the image input and also to better recognize fine
details. This approach was recently further improved
to the SOLIDER architecture [Che+23], which uses the
SwinTransformer presented by Microsoft [Liu+21].

Ravoor et al. conducted a survey on animal ReID
[Rav+20] and mention several studies that use person
ReID models for this topic. They found that (variants
of) PCB and ResNet50 were frequently used for fea-
ture extraction and as backbones, respectively. How-
ever, they conclude that PCB might not be suitable for
animal ReID due to its vertical structure intended for
analyzing the human upright pose.

Schneider et al. compared the siamese and triplet-loss
similarity methodologies based on different CNN archi-
tectures [Sch+20] for the animal ReID task. They used
one person dataset and four animal datasets and found
that the triplet-loss comparisons can outperform human
observers for the selected datasets.

A notable development for animal ReID is MegaDe-
scriptor presented at the beginning of 2024 by Cer-
mák et al. [Čer+24]. MegaDescriptor is intended to be
a foundation model that can solve many computer vi-
sion tasks relating to animals, including ReID. The au-
thors show impressive results across 29 public datasets.
However, the authors treat animal ReID as a closed
world classification problem, where all the animals to
be found in the gallery set are already present during
training. In the person ReID setting we adopt, training
and evaluation sets are disjoint, so no ID specific fea-
tures can be learned by the model.

3 DATASETS
The difference between the ReID of people and animals
lies in the diversity of appearances of different animal
species and the method of data acquisition. While the
task for humans mostly involves processing pedestri-
ans on surveillance cameras, the development of animal
focused algorithms is much more diverse due to many
factors.

3.1 Public
An increasing number of animal datasets with annota-
tions on the identity of the individuals can be found on-
line. Due to permissive licenses, they are often also
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Dataset Name # Images # IDs

AerialCattle2017 [And+17] 46340 23
ATRW [Li+19] 5415 182
BelugaID [Lil22a] 5902 788
Cows2021 [Gao+21] 8670 181
FriesianCattle2015 [Til+16] 377 40
FriesianCattle2017 [And17] 940 89
GiraffeZebraID [Par+17] 6925 2056
HappyWhale [Che+22] 51033 15587
HumpbackWhaleID [How+18] 15697 5004
HyenaID2022 [Lil22b] 3129 256
IPanda50 [Wan+21] 6874 50
LeopardID2022 [Lil22c] 6806 430
NDD20 [Tro+20] 2657 82
NOAARightWhale [Chr15] 4544 447
NyalaData [Dla+20] 1942 237
OpenCows2020 [Wil+20] 4736 46
SealID [Nep+22] 2080 57
SeaTurtleID [Ada+24] 7774 400
StripeSpotter [Lah+11] 820 45
WhaleSharkID [Hol+09] 7693 543
ZindiTurtleRecall [Zin23] 12803 2265

Table 1: Evaluated public datasets

available for further research. In most cases, a dataset
contains animals of exactly one species. A database
that shows and annotates different species in multiple
videos was published by Kuncheva et al. [Kun+22].
They aggregated a dataset on pigs, koi and pigeons with
a total of 93 identities.
However, a problem with using and combining many
public datasets is that often each research team pub-
lishes their data in a non standard format. As a result, a
great effort of pre-processing work is required to inte-
grate all the necessary datasets into the training process.
This problem was addressed by Cermak et al. with the
fairly new Wildlife Toolkit [Čer+24]. The framework
bundles various datasets into a unified Python API. This
allows researchers to download and use public animal
ReID datasets in a streamlined workflow without the
need for manual data pre-processing and conversion.
For our work, we selected 21 medium to large-sized
datasets showing whole bodies of wild animals, zoo an-
imals and farm animals. Datasets containing very few
individuals or only showing animal faces were not con-
sidered. The evaluated datasets and their references are
listed in table 1.

3.2 Ours
Additionally, we introduce two novel datasets for ani-
mal re-identification. The first one, ToadID [Fru+24b],
contains images of 376 individual common toads from
different camera angles. The second one is named
ZooMixID [Fru+24a] and contains images of 180 an-
imals of five different species.

Figure 1: A toad from the ToadID dataset captured from
five camera angles

Perspective # of Images

Front 1513
Left 983
Right 1025
Back 985
Top 2739

Total 7245
Table 2: Summary of the ToadID dataset

3.2.1 ToadID
During the spring seasons of 2022 and 2023, a conser-
vation effort in southern Lower Saxony, Germany, led
to the rescue of more than 400 toads at a local lake. As
there is currently no public dataset about toads avail-
able, these animals were recorded on video, before they
were released at their natural habitats. Each video was
carefully crafted to showcase only one toad at a time
from various angles, all under one minute in length. Out
of the total videos produced, 376 were deemed suitable
for use, providing an equal number of unique toad iden-
tities for the research dataset.

Videos were processed to extract frames at a rate of one
frame per second. A select subset of these frames re-
ceived bounding box annotations to facilitate the cre-
ation of a preliminary object detection dataset. These
annotated frames were used in training a Yolov5m ob-
ject detector, which was subsequently utilized to extract
the animals from the remaining images.

The result of this effort is a comprehensive dataset con-
taining 7,245 unique images, representing 376 distinct
identities of common toads. These images are catego-
rized according to five different camera perspectives as
listed in table 2: front, back, top, left, and right. Figure
1 gives an example of the dataset by displaying images
of a single toad identity captured from all five view-
points.

3.2.2 ZooMix
The objective of the second dataset is to present a
greater ReID challenge by being smaller in size while
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Figure 2: Examples of each species from the ZooMix
multi domain dataset

Species # of Images # of IDs

Camel 92 5
Goat 144 30
Penguin 149 24
Toad 183 50
Tortoise 272 51

Total 840 160
Table 3: Summary of the ZooMix dataset

at the same time ranging across multiple animal do-
mains. It serves as the basis for exploring two spe-
cific hypotheses. The first hypothesis questions whether
a re-identification task remains feasible with a limited
amount of training data. The second hypothesis ex-
amines whether the inclusion of highly distinct species
benefits or hinders the training process, specifically
whether it enhances the overall outcome by providing
diversity or if it introduces complications that degrade
the performance for individual species.
It contains 840 images featuring 160 individual ani-
mals of five distinct species: tortoise, camels, pen-
guins, goats, and a selection of toads from the previous
dataset. With the exception of the toads, these animals
were filmed over several weeks at a local zoo. Iden-
tifying animals in a zoo with computer vision might
be of interest for the employees to support their daily
tasks. However, unlike the scenario with the toads,
filming each animal individually was impractical due to
the zoo’s environment, necessitating the subsequent ex-
traction of individuals through manual annotation. fig-
ure 2 presents an example of each species. The dataset’s
composition is detailed in table 3.

4 EXPERIMENTS
Our experiments on the transfer of personen ReID al-
gorithms to the animal domain were carried out on
the university’s HPC cluster containing multiple A100
GPUs using the public as well as own datasets de-
scribed above. To save time and computational re-
sources, not all possible permutations of models and
hyper parameters were tested on all datasets. Instead,
the ToadID dataset was used in a grid search to gener-
ally determine whether there are person ReID models

that are suitable for the identification of animals. The
best performing model was then also trained on the re-
maining datasets.
The model architectures examined are (see chapter 2):

• Harmonious Attention CNN (hacnn) [Li+18]

• Multi-level Factorisation Net (mlfn) [Cha+18]

• Omni-Scale Net (osnet) [Zho+19b]

• Omni-Scale Net with Batch Normalization
(osnet_ibn) [Zho+19b]

• Omni-Scale Net with Instance Normalization
(osnet_ain) [Zho+19b]

• Part-based convolutional baseline (pcb) [Sun+18]

• Resnet50 with Mid-level Representations
(resnet50mid) [Yu+17]

The OSNet models come in different scales, later indi-
cated by an x, followed by a scaling factor. The PCB
model was used with p = 4 and p = 6, representing the
number of parts used for splitting the inputs.
A crucial step that strongly influences the outcome of an
experiment is the organization of the input datasets. In
our study, we used Torchreid’s Train/Query/Gallery ap-
proach. In this scenario, the individuals in the training
dataset are disjoint from those in the reference gallery.
Therefore, no animal seen during the evaluation was
seen while training before. This results in the model
learning general features and patterns rather than the
details of individual identities.
Each dataset and model combination was trained in
three different training/test splits, which are 75/25,
50/50 and 25/75. We expect that the larger the test
split, the more difficult the task becomes, as there are
not only fewer identities to train on, but also more
identities to choose from when testing.
There are also several approaches for distributing the
remaining data to the query and gallery datasets. It
must be decided whether an identity can appear multi-
ple times in the gallery, which increases the probability
of finding a correct match (by chance). This is called a
multi-shot gallery, in contrast to the single-shot gallery,
which contains only one image per identity. In our ex-
periments, we investigate both scenarios, where each
identity in the test set is represented by exactly one im-
age in the query set (i.e., each animal must be found
once in the gallery). During evaluation we consider this
task to be a closed world scenario, meaning that each
individual in the query can be found inside the gallery.
An open world task, where unknown identities might
appear, will be studied in future experiments.
Due to the nature of the different postures of animals,
we have adapted the input layer of all CNNs. Per-
son ReID models usually define a rectangular, portrait-
oriented input layer to depict standing persons in a
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minimal bounding box. For the transfer to the ani-
mal domain, we decided to use a uniform, square in-
put layer, as animals might appear in any orientation.
The ReID models that already define a fixed input size
were adapted accordingly. Tests were carried out with
256x256 pixels input size. Preliminary tests showed
that increasing the input size to 512x512 had no pos-
itive effect on the results, apart from a huge increase in
allocated VRAM and longer training times.

In summary, a total of 14 models were studied in a grid
search over 30 epochs each with a square input shape
of 256x256 pixels. The following hyper parameter per-
mutations were evaluated resulting in a total of 672 runs
for the model search:

• randomly initialized weights vs. weights pre-trained
on person datasets

• softmax vs. triplet loss functions

• single-shot vs. multi-shot gallery setting

• sequential vs. random data sampler

• 75/25, 50/50 and 25/75 data splits

For the evaluation metric, we used the ReID ranking
system typical for persons. For this metric, feature vec-
tors are calculated from input images by the convolu-
tional neural networks. These can be compared by mea-
suring their distances (Euclidean in our case) in a high-
dimensional space. The distances are ranked in ascend-
ing order, resulting in a top-k list of predictions. We re-
port the Rank-1/-5/-10 results of our experiments. All
training runs were carried out with deterministic cal-
culation modes of all relevant software components in
order to make the results comparable between models
and datasets as well as reproducible by others.

5 RESULTS
We present our results in two sections. First, we show
how the different models performed on our ToadID
dataset in order to deduce which models might be gen-
erally suitable for animal ReID. Then we highlight the
test results of the other datasets on the best model.

5.1 Model Search
The model search revealed some clear insights into the
potentials for a domain adaptation between persons and
animals. We summarize the results, as not all 672 runs
can be displayed here. Firstly, pre-training on the hu-
man domain clearly helps the models listed in chapter 4
to recognize animals as well. The top 10 models in the
search results all used pre-trained weights, while all but
a few of the randomly initialized models occupied the
last ranks. No model without pre-training achieved an

Model mAP R-1 R-5 R-10

hacnn 79.0 92.2 98.9 98.9
mlfn 65.5 81.1 90.0 93.3
osnet_ain_x0_25 83.0 95.6 98.9 100.0
osnet_ain_x0_5 90.9 97.8 100.0 100.0
osnet_ain_x0_75 93.6 98.9 98.9 100.0
osnet_ain_x1_0 94.4 98.9 100.0 100.0
osnet_ibn_x1_0 74.4 87.8 97.8 97.8
osnet_x0_25 83.8 94.4 100.0 100.0
osnet_x0_5 91.6 97.8 100.0 100.0
osnet_x0_75 92.6 96.7 98.9 98.9
osnet_x1_0 94.8 98.9 100.0 100.0
pcb_p4 87.2 95.6 97.8 98.9
pcb_p6 88.6 95.6 96.7 96.7
resnet50mid 92.5 97.8 100.0 100.0

Table 4: Model search results with a data split of 75/25,
pretrained weights and a multi-shot setting

mAP and Rank-1 score greater than 48.6 and 71.3 re-
spectively in the case of a 25/75 data split and a multi-
shot setting. We found that the single-shot scenario re-
moved too many gallery images from the task, as each
individual is only shown in one image, making the task
much simpler. Therefore, we chose to use the multi-
shot setting with pre-trained weights for the remaining
experiments.

As mentioned in chapter four, the split had an im-
mense impact on the reported model performances.
With much training data and few query / gallery IDs, al-
most all models achieved high ranking scores, as shown
in table 4. This also holds true for the 50/50 split shown
in table 5. However, the results become more meaning-
ful as soon as the number of training samples is reduced
to 25% and the number of possible individuals in the
gallery is increased. Table 6 shows the corresponding
outcomes of a model search using a random data sam-
pler, triplet loss and pretrained weights for a multi-shot
gallery containing 75% of the animal IDs. It can be
seen that the OSNet family in particular continues to
achieve high scores, while the results of other model
architectures seem to fall off.

5.2 Single Dataset
Based on the results of the model search, the general-
ization to different animal domains can be investigated.
In addition to our two datasets, 20 public datasets were
used to train OSNet AIN (osnet_ain_x1_0). A dataset
split of 20/80 was used in accordance with the training
configuration of the WildlifeToolkit authors. The re-
sults are listed in table 7. The datasets marked with an
asterisk have been modified to make them more suitable
for the train/query/gallery evaluation method. Although
they show the animals from several camera angles, the
viewing angles are so drastically different that a match-
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Model mAP R-1 R-5 R-10

hacnn_square 63.1 84.3 92.4 95.1
mlfn 52.4 72.4 86.5 93.0
osnet_ain_x0_25 71.1 89.7 96.2 99.5
osnet_ain_x0_5 81.8 94.6 100.0 100.0
osnet_ain_x0_75 84.0 95.7 97.8 99.5
osnet_ain_x1_0 89.1 95.7 98.9 100.0
osnet_ibn_x1_0 57.9 80.0 91.9 94.1
osnet_x0_25 71.9 89.7 95.1 97.8
osnet_x0_5 82.7 94.1 98.4 99.5
osnet_x0_75 84.4 94.6 99.5 100.0
osnet_x1_0 89.2 98.4 98.9 100.0
pcb_p4 77.1 90.3 95.7 97.8
pcb_p6 79.8 92.4 96.2 97.8
resnet50mid 83.5 94.6 98.9 99.5

Table 5: Model search results with a data split of 50/50,
pretrained weights and a multi-shot setting

Model mAP R-1 R-5 R-10

hacnn 46.8 70.9 84.4 88.3
mlfn 28.6 52.1 69.1 77.0
osnet_ain_x0_25 57.7 83.7 92.6 95.7
osnet_ain_x0_5 63.1 85.5 93.6 96.8
osnet_ain_x0_75 66.7 86.2 94.7 97.5
osnet_ain_x1_0 71.7 90.4 94.3 97.5
osnet_ibn_x1_0 35.8 58.9 75.2 81.6
osnet_x0_25 55.9 78.7 93.3 95.4
osnet_x0_5 64.3 83.3 93.3 95.7
osnet_x0_75 67.4 85.8 94.7 96.1
osnet_x1_0 70.2 87.6 95.0 97.2
pcb_p4 57.9 77.0 87.6 92.2
pcb_p6 57.3 78.4 91.8 94.7
resnet50mid 65.5 85.8 94.0 95.7

Table 6: Model search results with a data split of 25/75,
pretrained weights and a multi-shot setting

ing was not possible. Therefore, only the camera angle
with the most images was retained.

Our ToadID dataset again achieved a high rank-1 per-
formance of 85.0%, while the model did not reach more
than 50% rank-1 accuracy for any other dataset. Com-
pared to the performance of OSNet AIN on small and
large person ReID datasets, it can be said that domain
adaptation works. Zhou et al. [Zho+21] report 38.3%,
68.0% and 86.6% rank-1 scores on the small GRID,
VIPeR and CUHK01 datasets, respectively. Rank-1 re-
sults of 94.8%, 72.3% and 88.7% were obtained for the
large datasets Market1501, CUHK03 and Duke, respec-
tively. Considering that many animal ReID datasets
contain less than a hundred IDs, some between 200 and
1000, while very few datasets contain more than a thou-
sand different animals, the overall results of the training
runs for single datasets show solid performances.

dataset mAP r1 r5 r10

ToadID (ours) 62.6 85.0 92.4 95.0
OpenCows2020 54.0 48.6 62.2 62.2
ATRW 52.1 47.2 56.0 60.4
Cows2021 52.0 45.5 57.2 66.2
StripeSpotter 31.8 43.8 59.4 65.6
FriesianCattle2017 49.0 39.1 60.9 67.2
HyenaID2022 19.0 36.5 58.9 66.0
SeaTurtleIDHeads 12.9 35.7 53.6 60.4
GiraffeZebraID 31.0 35.3 41.8 45.4
ZooMix (ours) 43.6 34.9 50.8 65.9
HumpbackWhaleID 32.8 26.1 39.0 45.3
LeopardID2022 15.1 21.8 38.2 44.7
FriesianCattle2015 33.4 18.8 46.9 84.4
ZindiTurtleRecall 7.7 17.1 46.3 54.9
WhaleSharkID 8.9 15.2 29.6 36.3
SealID 15.4 13.3 15.6 20.0
BelugaID* 16.9 11.6 22.2 27.8
NOAARightWhale 10.8 10.0 11.4 12.0
AerialCattle2017 14.1 10.0 20.0 20.0
HappyWhale 11.7 8.3 14.3 17.8
NyalaData 6.1 6.4 18.1 27.1
NDD20* 6.6 3.1 9.4 14.1
IPanda50 3.3 2.5 2.5 5.0

Table 7: Results for single dataset training runs

5.3 Multi Dataset

Interesting effects were observed when different
datasets are combined in a training run and jointly
influence the learning process of osnet_ain_x1_0.
Using multiple datasets from the same species (e.g.
cattle) as the training sources results in a significantly
larger number of images to learn from. As a result, all
tested cattle datasets receive a massive improvement in
rank-1 scores when used together, as opposed to when
used for training individually. The improved results are
displayed in table 8.

However, the combination of seemingly independent
datasets can also lead to an improvement in model
performance. While blindly joining all datasets does
not improve the model’s performance, successes were
achieved when merging datasets of somewhat visually
related species. As shown in table 9 animals living
on land and in the sea were combined in two experi-
ments, respectively. In the land inhabitants, the rank-1
results of half of the species were improved, while the
other half declined minimally. Three quarters of the re-
sults of the evaluated datasets improved for the marine
species. We observed that overall, datasets with good
recognition scores can help the weaker, usually smaller
datasets. We assume that the large increase in training
data makes it easier to train the feature extractors and
that the learned features are therefore (at least partially)
transferable between the domains.
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dataset mAP r1 r5 r10

OpenCows2020 61.1 59.5 62.2 62.2
FriesianCattle2017 66.8 59.4 73.4 82.8
Cows2021 56.5 51.0 63.4 70.3
AerialCattle2017 45.1 45.0 45.0 45.0
FriesianCattle2015 44.6 31.2 56.2 90.6

Table 8: Results improve when combining datasets
from the same domain (cattle).

dataset mAP r1 r5 r10

ToadID 62.9 82.7 91.0 93.4
HyenaID2022 21.7 38.6 52.3 62.9
StripeSpotter 32.0 34.4 56.2 59.4
GiraffeZebraID 29.1 32.4 40.2 47.1
LeopardID2022 18.3 24.8 41.6 46.9
NyalaData 8.5 10.1 23.4 38.3

HumpbackWhaleID 30.0 23.6 36.4 42.4
WhaleSharkID 8.7 16.6 27.7 35.2
BelugaID 17.8 12.4 23.1 27.8
NDD20 11.1 7.8 12.5 15.6

Table 9: Results can improve when combining datasets
from different domains (Top: Land, Bottom: Marine).
Rank-1 improvements (highlighted in bold) of up to al-
most 5% can be observed.

6 CONCLUSION

6.1 Summary
In this paper we investigated the transferability of algo-
rithms for person ReID to animals of different species.
Using a cross-search through different CNN-based
models and hyper parameters, the family of OSNets
was found to be suitable. We applied OSNet AIN to
over 20 different datasets, two of which we created
ourselves.

While small datasets suffer from too few training exam-
ples, some larger marine datasets present a major chal-
lenge with the task of matching only fins or fins with
underwater images. The application of the comparison
of two images from different perspectives - as it’s de-
fined for person ReID - has only proven successful for
some datasets. Best results were achieved when the an-
imal ReID task was closer to the human domain. Our
ToadID dataset with high-resolution, pre-cropped im-
ages showing feature-rich animal textures achieved the
highest rank-1 results in our experiments.

OSNet AIN achieves reasonable results with its 2.2M
parameters in the standard configuration without much
customization. The rank-1 scores across the several
animal datasets are comparable to those across person
ReID datasets. In some cases, ReID performance can
be improved by combining multiple datasets from dif-
ferent animal species.

6.2 Discussion
Due to the different approaches of individual research
teams, such as the creation and splitting of datasets, the
use of randomized or deterministic calculations and the
way experiments and their results are presented, find-
ings are difficult to compare.

Although many wildlife datasets have been streamlined
into a single API framework, they still have very differ-
ent structures and content. Some datasets contain fully
cropped images, others provide full images with bound-
ing box or even segmentation annotations. Therefore,
not every dataset can be effectively combined with oth-
ers to train a common task.

Furthermore, the reported model performances cannot
be easily compared with each other, as research teams
use different evaluation measures for the ReID of ani-
mals. Many see the task as a closed-world classification
problem, where the training IDs should be identified
in a reference set during testing. However, in person
ReID, and thus in our context, the training and test IDs
are disjoint, which makes the task much more difficult.

Finally, for many datasets, there is no default split be-
tween training and testing data, so other researchers
have to create their own split. The WildlifeToolkit,
for example, applies an automatically generated split to
each dataset for the closed-world scenario. However,
this split does not fit our setting in the person ReID
transfer context. This forced us to create a different split
using the disjoint split method, which naturally leads to
a rather unrelated research question.

6.3 Outlook
The potential of omni-scale learning will be further in-
vestigated in subsequent experiments. More in-depth
hyperparameter searches and investigations into adjust-
ments to the network architecture are just two starting
points for further improving animal ReID using OS-
Nets.

A third dataset is being developed that differentiates
pigs using top-down recordings. Pig farming is a good
example of the relevance of the closed-world scenario
examined in this paper, in which no unknown individu-
als can occur. The wildlife datasets, on the other hand,
already indicate their open-world setting in their name,
which is also part of our further research. In addition
to publishing our datasets, we will contribute to the
WildlifeToolkit to integrate the datasets directly so that
other researchers can easily use them.
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