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ABSTRACT

This paper presents a multi-scale corner tracking algorithm based on a multi-scale
corner detector. To extract corners from each frame of video sequences, the en-
hanced CSS corner detector using different scales of smoothing is applied. In the
matching stage two-frame correspondence combined with three-frame based mon-
itoring is considered. We monitor tracked corners from the third frame of input
sequence in matching stage. Proposed three-frame monitoring helps to ensure that
the number of tracked corners and their tracked positions among frames become
more robust. Since the proposed corner tracker has enough robust corners based on
multi-scale corner detector, it is practical and efficient. In matching stage, among
similarity functions, standard cross-correlation, zero-mean cross-correlation, sum of
squared differences, and y2-test measurements are tested. Well-known real video
databases depicting translation, scaling, rotation and affine transformation with
different lighting and different camera motions are used as experiments. All exper-
iments confirm that the performance of the proposed tracker is high and reliable
due to monitoring matched corners among frames.
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1 INTRODUCTION

Feature tracking especially corner track-
ing is an important issue in computer vi-
sion and its applications. Interest in track-
ing process; actually corner tracking is
for multimedia applications so it should
be robust, efficient and practical. Real-
time corner tracking needs robust cor-
ners which can be identified and tracked
from frame to frame in image sequences.
Tracked corners must be located in each
frame using the information about the cor-
ners in the previous frames. However due
to projective, affine and rotational trans-

formations between two successive frames,
even the position of good features can
vary so far that no correspondence can be
found within the match window. While
enlarging the match window not only can
not, solve the problem but also incorrect
correspondences will be found which will
result in the corner tracker losing its tar-
get. Therefore the best solution for the
mentioned problem is that the number
of corners and also their positions among
frames in image sequences become robust.
In other words, the number of corners in
successive frames should be constant and



their positions should change slightly, if
at all. In this paper we propose a multi-
scale corner tracker based on a multi-scale
corner detector. By using a multi-scale
corner detector, the number of tracked
corners among the frames in image se-
quences, even when transformations oc-
cur, becomes more stable. Accordingly,
during the matching process, the num-
ber of correspondences between each two
successive frames becomes more robust.
Furthermore we monitor tracked corners
among each three successive frames in im-
age sequences due to occlusion or sud-
den change in the drift of tracker. Then
we mark missed corners during this stage
using the translation model between two
successive frames. We use translation
model based on slight motion between
two successive frames. Afterwards dur-
ing the matching process between the cor-
ners of current frame and next frame, if for
each marked corner, no correspondence is
found, those marked corners should be re-
moved in next frame. Otherwise they will
be matched with other corners in next
frame. Corners that are marked through
monitoring process help the matching pro-
cess to find new tracked corners. Then the
monitoring process exceeds the possibility
of being more robust in tracking the num-
ber of corners. Overall, multi-scale corner
tracker consists of three stages, multi-scale
corner detector, removing similar corners
marked twice or thrice in multi-outputs of
first stage, and corner matching in paral-
lel with monitoring tracked corners. The
following is the organisation of the re-
mainder of this paper. Section 2 presents
an overview of recent research on feature
tracking. Section 3 describes the multi-
scale corner detector briefly. Section 4
explains the corner matching process, fol-
lowed by monitoring procedure for mark-
ing missed corners in section 5. In section
6, some of the results of multi-scale tracker
that was applied to a number of real video
databases are demonstrated. The conclu-

sions are presented in section 7.

2 LITERATURE SURVEY

Feature tracking specially corner track-
ing has attracted considerable attention
by computer vision researchers in re-
cent years. We review a number of
proposed methods in this section. In
[Tomma98al, a feature tracker based on an
efficient outlier rejection scheme, suitable
for feature tracking in subsea video se-
quences was proposed. Their work is actu-
ally the extension of Shi-Tomasi-Kanade
scheme[Shi94] by introducing a technique
for rejecting spurious features. Roberts
and Charnley [Rober94] used corners as
object tokens which are tracked indepen-
dently. To extract corners, Harris corner
detector was applied only in areas of im-
age plane containing useful information.
The correspondence problem was solved
using a function which compares the nor-
malised magnitude of the difference vec-
tors between each candidate corner vec-
tor and the tracker’s current corner vec-
tor. Shapiro et al.[Shapi92]| presented an
algorithm to track moving objects in the
image using corner points. They used cor-
ners which are stable and well-localised
that overcome the problem of flashing cor-
ners, noise and occlusion. Their algo-
rithm has a minimum threshold for sur-
passing the values of correlation from a
certain minimum which makes it less ro-
bust. In [Smith98], the problem of obtain-
ing a good initial set of corner matches
between two images was tackled and sev-
eral different matching metrics were eval-
uated. Shi and Tomasi[Shi94] proposed a
method for feature selection, tracking al-
gorithm based on a model of affine im-
age changes. They presented a numeri-
cal way of determining affine changes by a
Newton-Raphson style minimisation pro-
cedure, in the style of what Lucas and
Kanade[Lucas81] did for the pure transla-
tion model. Tommasini et al.[Tomma98b]
extended the well-known Shi-Tomasi-



Kanade tracker[Shi94| by introducing an
automatic scheme for rejecting spuri-
ous features. Isard and Blake[Isard98]
proposed CONDENSATION; Conditional
Density Propagation algorithm to estab-
lish a stochastic framework for tracking
curves in visual clutter, using a sam-
pling algorithm. In [Black98] an ap-
proach was described for tracking rigid
and articulated objects using a view-
based representation. The approach ex-
tended work on eignspace representa-
tions, estimation techniques, and parame-
terised optical flow estimation. Smith and
Brady[Smith95] proposed a system em-
ploying corner features which incorporates
cluster tracking using an affine model but
no examples of non-rigid motion or non-
smooth motion are given.

3 MULTI-SCALE CORNER
DETECTOR

To extract corners from each frame of im-
age sequences, we can apply enhanced cur-
vature scale space corner detector to these
frames. The enhanced CSS corner detec-
tor; ECSS is an improvement of the Cur-
vature Scale Space ( CSS!) corner detec-
tor. Details about the ECSS outline and
its results can be found in [Mokht01]. The
degree of the ECSS robustness in compar-
ison with some well-known detectors was
reported in [Mohan01]. The positions of
some corners extracted by the ECSS can
change from frame to frame. The posi-
tions of corners on an image, extracted
by the ECSS depend on the edge con-
tours of that image and their local max-
ima. Therefore the problem that cor-
ner positions are changeable can be ad-
dressed effectively. We can minimise this
problem using different levels of smooth-
ing in the stage of Canny edge detector
of the ECSS corner detector. By ap-
plying Canny edge detector with differ-
ent scales of smoothing, which is named ,

IThe CSS-based shape descriptor has been se-
lected for MPEG-7 standardisation

(c) o0=2

(d) o=3

Figure 1: Edge contours of test im-
age (a) using Canny edge detector
with different levels of smoothing

multi-scale edge detector, we consider all
changes that may happen in edge contours
of a frame in comparison to its next frame
in image sequences due to any transfor-
mation between these two frames or vari-
ation of illumination or moving camera.
Therefore we select the local maxima of
all edge contours of that frame as corner
candidates. The ECSS corner detector
which includes multi-scale edge detector
is named multi-scale corner detector. In
Fig.1, three different binary images corre-
sponding to three levels of smoothing (o);
1, 2, and 3 are produced from test image;
Fig.1(a) which is an example grey level im-
age. From this figure it is visible, at a low
level of o such as 1, the output is rather
noisy, and edges tend to be cut more fre-
quently, but more details from the image
edges can be grabbed. At higher levels of
o such as 2, and 3, however, longer edges
are observed but some details disappear.
We believe that by taking into account
both lower and higher levels of smoothing
more information can be extracted from
the image which is used later on in the
matching stage. We also emphasise that
selecting o larger than three, does not



(a) o=1

(c) o=3

(d) Final output

Figure 2: Three output images of
the ECSS corner detector and its fi-
nal output on test image Fig.1(a);
using multi-scale edge detector.

yield more information about edge con-
tours as we obtained from previous levels
of o. By using multi-scale edge detector,
due to filling gaps at points 1, 2, 3, and
4 in Fig.1(c) in comparison to Fig.1(b)
and also filling gaps at points 5, and 6
in Fig.1(d) in comparison to Fig.1(c), we
do not lose the corners of test image at
points a, b, and ¢ in Fig.1(a) as it has
been shown in Fig.2(b) for 0=2. In Fig.2,
three output images of the ECSS corner
detector using multi-scale Canny edge de-
tector with three values of o have been
illustrated. Therefore by considering all
corners which are marked in these three
images as the output of multi-scale cor-
ner detector on test image, we can have
all possible corners in this image. This
procedure will be done for all frames of
an image sequence. Then due to slight
motion between two successive frames in
image sequence, we can have enough sta-
ble corners among the frames in image se-
quence for matching and tracking process.
The final results of multi-scale corner de-
tector can be seen in Fig.2(d). In fact if
we compare the corners that have been
shown on three images of Fig.2, some of

them are marked twice (corner at point
2) or thrice (corner at point 1). Those
corners which are marked more than once
should be removed from the final corners
of multi-scale corner detector. Therefore
we consider a small window around each
corner of Fig.2(a) and compare this cor-
ner and its eight neighbours with all cor-
ners of Fig.2(b) and (c). Each corner of
Fig.2(b) and (c) which has the same co-
ordinates with that corner or one of its
eight neighbours will be removed. Finally
the corners of Fig.2(a) and all the corners
of Fig.2(b) and Fig.2(c) that are not re-
moved will be considered as the output of
multi-scale corner detector which has been
shown in Fig.2(d).

4 CORNER MATCHING

Corner matching is commonly referred to
as the correspondence problem . The prob-
lem is how to automatically match corre-
sponding corners from two images, while
no incorrect matches are assigned at the
same time. The matcher first receives the
corners of frame0 and framel from the
output of multi-scale corner detector. For
every corner in frame(, we construct a
window match with size 11 x 11 in framel
centred at the same position of that corner
in frame(. Then all corners of framel ly-
ing in this window are match candidates
for that corner in frame(. If more than
one corner lie in this window, we need to
compute a similarity function for each of
them. Afterwards the winner candidate
is one with the highest score of similarity.
For computation of similarity function, we
consider a small match window with size
3 x 3 around each corner of frame( that
has more than one match and also around
each of its match candidates in next frame.
Our selection among different similarity
functions are standard cross-correlation
(SCC), zero mean cross-correlation (ZM-
CQC), sum of squared differences (SSD),
and y2-test. We applied these four similar-
ity functions to all frames of the bream se-



Figure 3: Results of matching pro-
cess on a number of frames in bream
sequences using x>-test

quence and also all frames of CVSSP? and
CMU/VASC? video databases. Overall,
we found that SSD, x2-test and SCC per-
form better than ZM-CC in tested video
databases. Also SSD and y>-test per-
form better than SCC in tested video
databases. In Fig.3, at least three succes-
sive frames are considered due to compar-
ing the results of matching process itself
(using x*-test similarity function) to the
results of matching together with moni-
toring process. Then in the next step us-
ing the same frames give us a good clue of
what monitoring process is doing in pro-
posed corner tracking algorithm. As it
can be seen from the results of matching
process in Fig.3 ; simple matching even
using the best similarity function, some-
times can not assign a correct match, or
even any match between output corners
of two successive frames of the multi-scale
corner detector. In this way, in long video
sequences, it may happen that no match
corner remains at final frame. Therefore a
good solution to this problem is to moni-
tor tracked corners through the matching
process in order to have robust numbers

http:/ /vssp-
www.ee.surrey.ac.uk/data/video/index.html

3http:/ /www.cs.cmu.edu/afs/cs/project/cil/
ftp/ html/v-images.html

of matched corners among the output of
the multi-scale corner detector.

All the corners of the first output of the
multi-scale corner detector; outputO are
marked in frameO of tested sequence as
the first output of matcher. For second
output of the matcher unit; the matched
corners between output0 and outputl of
the multi-scale corner detector are marked
in framel of tested sequence as the sec-
ond output of matcher unit. Then the
matched corners between framel and out-
put2, the third output of multi-scale cor-
ner detector are marked in frame2 of
tested sequences as the third output of
matcher unit; and this procedure will be
continued for all outputs of matcher unit
(refer to Fig.5). Therefore if we wanted
to compute the translation coordinates of
each corner between two successive out-
put images of matcher; it is possible by
computing the differences between the z-
coordinate of a corner in an output of the
matcher and the z-coordinate of a corner
in its previous output where those corners
were matched. This difference is named
x-translation of that corner in current out-
put of the matcher unit. The y-translation
of each corner in an output of the matcher
can be computed in a similar way.

5 CORNER MONITORING

We monitor the matched corners among
three successive output images of the
matcher unit as following: consider
frame(, framel, and frame2 of input se-
quences as three first frames for start-
ing the monitoring process. It was men-
tioned in section 4 that the matched cor-
ners between output0 and outputl of the
multi-scale corner detector are marked in
framel and the matched corners between
framel and output2 are marked in frame2.
For each matched corner that is marked
through the matching process not through
the monitoring process, we set a flag equal
to 1. For corners that are not matched
through the matching process but marked
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Figure 5: Scheme of monitoring process

by monitoring, we set the flag to zero.
This helps to separate these corners for
further process in the monitoring stage.
We also have x and y translations of each
corner in framel and frame2. The moni-
toring process starts to mark unmatched
corners from frame2 of the matcher unit.
Each unmatched corner in framel (that
we can not find a match for between the
corners of output2 of the multi-scale cor-
ner detector) is marked in frame2 with
zero assigned flag. Zero flag for this corner
means that it was marked during moni-
toring process. Therefore it is not a real
match that is derived from the matching
process. In continuing the matching pro-
cess; frame2 and output3d of the multi-
scale corner detector are considered while
some marked corners on frame2 have zero
flags and the others have set flags. Again
each unmatched corner in frame2 (that we
can not find a match for this corner be-
tween the corners of output3) is marked
in frame3 but with zero assigned flag. If
we continue this procedure to the end of
sequence, we will find many falsely marked
corners. Therefore we must have some cri-
teria that in such cases prevents marking
of unmatched corners. An alternative is

after frame3 only those unmatched cor-
ners become marked that have set flags
not zero flags. In other words, if two
previous matched corners of a corner in
a frame of an image sequence have zero
flag and still in the next frame we could
not find for that corner a match candi-
date, that corner should be removed from
marked corners in next frame and also
from the list of tracked corners. There-
fore any marked corners by monitoring
process, automatically will be removed if
it can not find a match through match-
ing process in next two frames. The only
question that remains is, where we should
mark the monitored corner in next frame
through this process. Actually we use a
translational model between two succes-
sive frames which is practical due to slight
motion between these frames. In Fig.5 the
monitoring process between fourth succes-
sive frames is illustrated schematically. In
Fig.4, the results of matching process us-
ing x2-test similarity function combined
with monitoring process are illustrated in
twelve frames of the bream sequence start-
ing from frame(. By comparing the same
frames such as 6,11,14,15 and 16 in Fig.3
and Fig.4, it is visible that applying the



Figure 4: Results of monitoring
tracked corners in twelve frames of
the bream sequence starting from
frame0 using x*-test.

proposed monitoring procedure makes a
great differences to the results of corner
tracking. In frames of Fig.4, only two
monitoring corners; MN cornerl and MN
corner2 were selected to show how they
appear in one frame and they are removed
from or matched with the corners in next
frame or next two frames in the sequence.
MN stands for monitor corner. Also in
this figure it is visible why we should have
a criterion for removing falsely marked
corners, otherwise MN corners such as MN
cornerl which is a falsely marked corner
will remain in the list of tracked corners.
Overall, the number of tracked corners us-
ing the combined matching and monitor-
ing process is more robust than using only
a matching process.

6 EXPERIMENTAL RESULTS

We have tested the proposed algorithm on
a wide range of real video sequences. Real
video sequences are sequences that have a
slight motion between each two successive

frames. Selected video sequences for test-
ing included all transformations, such as
translation; Fig.4(bream sequence), scal-
ing; building sequence, rotation; Claire se-
quence and affine transformation; hotel se-
quence in Fig.6. In all sequences differ-
ent lighting and different camera motion
existed. Furthermore in some sequences
such as the bream sequence we have non-
rigid motion of object as the tail of bream
can go left or right while the whole of
body goes forward. The size of compar-
ing window for removing similar corners
in the output of multi-scale corner detec-
tor, match window, and comparing win-
dow for removing more than one match
for each corner in matching process was
held constant for all sequences. The black
point at one end of white path of tracked
corners in frame30 of Claire and building
sequences shows the previous position of
each moving corner from the first frame
of these sequences. The movement of cor-
ners in Claire sequence is concentrated in
the face and the head of Claire. Note that
in the building sequence, camera has for-
ward motion. Comparison of the left and
right sides of frame( with frame30 in this
sequence shows that due to scaling trans-
formation, corners move from middle of
these images toward left, right, up and
down directions.

7 CONCLUSIONS

This paper presented a multi-scale cor-
ner tracker based on the multi-scale cor-
ner detector using two-frame correspond-
ing matching combined with three-frame
monitoring. Multi-scale corner detector
extracted more robust corners as good fea-
tures for tracking with arbitrary trans-
formations among frames. Despite hav-
ing problems finding the best correspon-
dence, using three-frame monitoring from
third frame in each video sequence made
more stable the number of tracked corners
among frames. Also by applying some
of the well-known similarity functions, it
was found that SSD, x-test and SCC per-



Figure 6:
corner tracking in the frame0 and
frame30 of the Claire, Hotel and
Building sequences respectively

Results of multi-scale

form better than ZM-CC in tested video
databases. Furthermore SSD and x2-test
perform better than SCC in tested video
databases. Application of multi-scale cor-
ner tracker showed that this tracker can
be used successfully for retrieving mov-
ing objects through video databases based
on having enough robust corners on and
around boundary of moving objects and
keeping them robust through frames of
video sequences.
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