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#### Abstract

The need to systematically generate sets of reference points with prescribed arclengths along parametric curves, with accuracy and real-time performance usually arises in applications related to CNC machining, highway and railway design, manufacturing industry, and animation. Mechanisms to produce a parameter set that yield the coordinates of prescribed reference points along the curve $\mathbf{Q}(t)=\{x(t), y(t)\}$ are therefore sought. Arclength parameterizable expressions usually yield the parameter set that is necessary to generate the reference points; however, for typical design curves, such expressions are often not available in closed form. It is desirable to find efficient ways to compensate for lack of arclength parameterization. In this paper, several methods for approximating arclength parameterization are studied. These methods are examined for both accuracy and real-time processing requirements. The paper also introduces a numerical interpolation technique for a cubic interpolator function; the interpolator exploits the influence of end point tangent vectors to generate approximately uniformly distributed reference points as an example application.
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## 1 INTRODUCTION

The need to generate sets of reference points ( $\mathbf{R}$ 's) along paths of mechanical tools or parts is present in CAD and CAM applications. For convenience, reference points are referred to as $\mathbf{R}$ 's and the ith reference point is designated as $\mathbf{R}_{i}$. As an example, in CNC machining, computers with CAD systems might be instructed to produce thousands of R's along the path of a manufactured part (such as the fuselage of an air- plane, where uniform spacing between adjacent reference points is desired to minimize tension) according to specific prescribed loca-
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tions [Frk92a, Frk96a, Sha82a]. The manipulated part may be required to be affixed to other complementing parts by bolts through adjacent holes, in locations marked by reference points.

A first step towards generating a set of $N$ R's with prescribed arclengths is to abstract the physical paths along the object of interest by a parametric curve $\mathbf{Q}(t)$ in Bernstein-Bézier representation [Far93a]. Next, several problems have to be solved, usually in the following order:
(a) Obtain an expression for the arclength $s(t), t \in$ $[0,1]$.
(b) Compute the total arclength $\mathcal{L}=s(1)$.
(c) Determine the set of desired arclengths $\left\{s_{i=1, \ldots, N}\right\}, s_{i} \in(0, \mathcal{L}]$, at which the R's are to be generated.
(d) Re-parameterize $\mathbf{Q}(t)$ with the parameter set
$\left\{t_{i}\right\}$ obtained from $t\left(s_{i}\right)$ : the inverse function of the arclength expression obtained in (a).

Arclength parameterization is desirable because the arclength is an intrinsic quantity of the curve and arclength parameterization is an intrinsic property of the curve. It facilitates design and analysis of curves and surfaces [Bur94a, Gug63a, You93a]. If a closed-form solution is available for items (a) and (d) above, the coordinates of an $\mathbf{R}$ that lie at arclength $s_{i}$ along $\mathbf{Q}(t)$ may accurately be obtained by first evaluating $t_{i}=t\left(s_{i}\right)$, and then evaluating $\mathbf{Q}(t)$ at $t=t_{i}$.

In general, however, because of the non-linearity of the integral expression $s(t)$, it is impossible to solve it in an analytic fashion, and even when this is possible, trying to derive an arclength parameterizable expression $t(s)$ from it usually fails [Sha82a, Frk91a, Frk91b, You93a]. Because of this, several approaches are taken to approximate results that would be attained by arclength parameterization. In this paper, $s(t)$ is exploited to derive a cubic interpolating function to approximate $t(s)$, and the closeness of this function, in comparison to existing methods to actual arclength parameterization, is discussed.

A class of curves known as Pythagorean-hodographs have closed form expressions for their arclengths; however, they still require the solution of a non-linear equation to obtain the parameter as a function of the arclength [Frk91a]. This article is concerned with a more general class of polynomial curves.

The rest of the paper is organized as follows. Sections 2 and 3 present fundamental mathematical preliminaries and related work of several techniques that are geared to addressing approximation of arclength parameterization. Section 4 presents the Cubic Interpolator, an analytical method that embodies Hermite Interpolation to approximate arclength parameterization. This method is also introduced in [Mad04a] and is presented here for convenience. Section 5 shows Experimental Results of all presented techniques presented in a visual comparative fashion for the reader. In Section 6, a new cubic-spline Interpolation Function is derived to produce numerically accurate results when the role of real-time performance is down-played. The paper is concluded in Section 7.

## 2 MATHEMATICAL PRELIMINARIES

For the purpose of this paper, a curve is represented by a parametric polynomial $\mathbf{Q}(t)$ in Bernstein-Bézier
representation:

$$
\begin{equation*}
\mathbf{Q}\left(t_{0 \leq t \leq 1}\right)=\sum_{i=0}^{n} \mathbf{p}_{i}\binom{n}{i}(1-t)^{n-i} t^{i} \tag{1}
\end{equation*}
$$

Properties and importance of such a representation to CAD/CAM are mentioned in the literature [Far93a, Qin89a]. In the above equation, $n$ denotes curve degree, and $\mathbf{p}_{i} \in \mathbb{E}^{2}$ are the Bézier points that constitute the control polygon of the curve.

The arclength $s(t)$ of $\mathbf{Q}(t)$ is determined by the following integral:

$$
\begin{equation*}
s(t)=\int_{0}^{t}\left\|\mathbf{Q}^{\prime}(\tau)\right\| \mathrm{d} \tau \tag{2}
\end{equation*}
$$

where $\mathbf{Q}^{\prime}(t)$ is the derivative of $\mathbf{Q}(t)$. The total arclength of $\mathbf{Q}(t)$ is therefore $\mathcal{L}=s(1)$.

Because of the non-linearity and the integral term present in $s(t)$, an arclength parameterizable expression $t(s)$ usually has to be approximated, rather then derived directly from (2).

## 3 RELATED WORK

Several methods have been developed to approximate arclength parameterization, some of which are based on curve dependent tables of data, while others are not. The former class of approximators have the advantage of being adaptable for prescribed accuracy by several numerical techniques. It is difficult to obtain a meaningful comparison for methods which are not of the same class. In some applications such as graphical simulation and animation, where the animated object is to appear at approximately uniformly spaced intervals for smooth appearance, it is the performance rather than the accuracy that is of importance [Mad96a]. In the remainder of this section, an overview of existing methods is presented.

### 3.1 Basic parametric Flow (BPF)

The simplest method for $\mathbf{R}$ 's generation may be called the basic parametric flow (BPF), since a number of $N$ points are produced by uniform parameter spacing (e.g., $t_{i=0, \ldots, N}=i / N$ ). Although simple and fast, it is well known that this method is not suitable for generating points along the arclength of a curve [Frk97a, Mad96a].

### 3.2 Sharpe \& Thorne (ST)

The method described by Sharpe and Thorne can accurately produce R's at prescribed arclengths [Sha82a].

However, it has a high computational cost associated with "extracting" the corresponding parametric value for each $\mathbf{R}$ to be generated. Consider the following non-linear equation used to find $t_{i}$, the parametric value needed to generate $\mathbf{R}_{i}$ :

$$
\begin{equation*}
M(t)=\int_{t_{i-1}}^{t} \sqrt{\mathbf{Q}^{\prime}(\tau) \cdot \mathbf{Q}^{\prime}(\tau)} d \tau-s_{i}=0 \tag{3}
\end{equation*}
$$

where $i=1 . . N, t_{i-1}$ is the parametric value corresponding to $\mathbf{R}_{i-1}$, the parameter $t=t_{i}$ is the value corresponding to the next reference-point $\mathbf{R}_{i}$, and $s_{i}$ is the arclength from $\mathbf{R}_{i-1}$ to $\mathbf{R}_{i}$. In order to obtain $t_{i}$, a few Newton-Raphson iterations are applied:

$$
\begin{equation*}
\tau_{j}=\tau_{j-1}-\frac{M\left(\tau_{j-1}\right)}{M^{\prime}\left(\tau_{j-1}\right)}, \quad \tau_{0}=t_{i-1} \tag{4}
\end{equation*}
$$

where $j=1,2, \ldots, k$, and $M^{\prime}\left(\tau_{j}\right)$ is the derivative of $M\left(\tau_{j}\right)$. The value of $t_{i}$ is given by $\tau_{k}$, where $k$ is the number of iterations required for convergence to an acceptable accuracy.

For applications requiring real-time processing, or those not requiring very accurate spacing of R's, this method may be impractical.

### 3.3 Optimal Parameterization (OP)

Farouki's OP is mathematically a rather intricate process [Frk97a]. The given polynomial curve $\mathbf{Q}(t)$ is first transformed into an equivalent rational form by transforming the parameter $t$ in (1) (by applying a Möbius transformation) as follows:

$$
\begin{equation*}
t=\frac{(1-\alpha) u}{\alpha(1-u)+(1-\alpha) u}, \tag{5}
\end{equation*}
$$

with $0<\alpha<1$ and $0 \leq u \leq 1$. Substituting (5) into (1) results in the following rational form:

$$
\begin{equation*}
\tilde{\mathbf{Q}}(u)=\frac{\sum_{i=0}^{n} w_{i} \mathbf{p}_{i}\binom{n}{i}(1-u)^{n-i} u^{i}}{\sum_{i=0}^{n} w_{i}\binom{n}{i}(1-u)^{n-i} u^{i}} \tag{6}
\end{equation*}
$$

where $w_{i}=(1-\alpha)^{i} \alpha^{n-i}$. The objective is to find the set of weights $\left\{w_{i}\right\}$ so that $u$ approximates an arclength parameter. The problem is thus to find the "best" $\alpha$ for (6).

While the cost of obtaining the "right" $\alpha$ may be high, this method is better suited for applications requiring real-time processing than ST [Mad96a].

### 3.4 Cumulative Chordlength (CC)

Cumulative chordlength is a straightforward method to approximate the arclength of a curve. This method can be exploited to generate R's that visually seem to be uniformly spaced.

The algorithm is as follows: while computing the arclength, the set $\left\{s_{k} \mid k=0,1, \ldots, \eta\right\}$ ( $\eta$ being the number of chords used to approximate the curve) keeps track of the cumulative chordlength thus far. R's at distances $\left\{i \Delta d \mid i=0, \ldots, N ; \Delta d=s_{\eta} / N\right\}$, where $s_{\eta}$ is the total chordlength, may then be located by searching for their closest values in $\left\{s_{k}\right\}$, and then further refining those values by means of linear interpolation. That is, $t_{i}$, the parametric value corresponding to $\mathbf{R}_{i}$, at distance $i \Delta d$, is approximated by the function $A(i, k)$ as follows:

$$
\begin{equation*}
t_{i}=A(i, k)=\Delta u\left(k-1+\frac{i \Delta d-s_{k-1}}{s_{k}-s_{k-1}}\right) \tag{7}
\end{equation*}
$$

where $s_{k-1} \leq i \Delta d<s_{k}$, and $\Delta u=1 / \eta$.
While increasing the number of chords approximating $\mathbf{Q}(t)$ may increase accuracy, the size of the curvedependent data-table that has to be maintained also increases [Mad96a].

## 4 A Cubic Interpolator (CI)

Hermite interpolation [Dav63a, Fol92, Far93a] is used to approximate $t(s)$ for any parametric curve $\mathbf{Q}(t)$. The cubic interpolator (CI) is defined as follows:

$$
\begin{equation*}
\mathcal{F}(s)=a s^{3}+b s^{2}+c s+d \approx t(s) \tag{8}
\end{equation*}
$$

An approximation to the inverse function of $s(t)=$ $\int_{0}^{t}\left\|\mathbf{Q}^{\prime}(\tau)\right\| \mathrm{d} \tau$ may be derived as follows. First, $s(t)$ is differentiated to give

$$
\begin{equation*}
s^{\prime}(t)=\frac{\mathrm{d} s}{\mathrm{~d} t}=\left\|\mathbf{Q}^{\prime}(t)\right\| \tag{9}
\end{equation*}
$$

From (9), $t^{\prime}(s)$ may be written as follows:

$$
\begin{equation*}
t^{\prime}(s)=\frac{\mathrm{d} t}{\mathrm{~d} s}=\frac{1}{\left\|\mathbf{Q}^{\prime}(t)\right\|} \tag{10}
\end{equation*}
$$

Upon integration of (10), the following results:

$$
\begin{equation*}
t(s)=\int_{0}^{s} \frac{1}{\left\|\mathbf{Q}^{\prime}(\tau)\right\|} \mathrm{d} \tau \tag{11}
\end{equation*}
$$

The value of $t(s)$ at two parametric values is already known, namely, at $s=0$ and $s=\mathcal{L}$. Further, for a cubic interpolator, two more items of data are needed to determine values for the four coefficients of $\mathcal{F}(s)$ in
(8): $a, b, c$ and $d$. The geometry vector at the boundaries of the curve $t(s)$ are obtained as follows:

$$
\left[\begin{array}{c}
t(0)  \tag{12}\\
t^{\prime}(0) \\
t(\mathcal{L}) \\
t^{\prime}(\mathcal{L})
\end{array}\right]=\left[\begin{array}{c}
0 \\
\frac{1}{\left\|\mathbf{Q}^{\prime}(0)\right\|} \\
1 \\
\frac{1}{\left\|\mathbf{Q}^{\prime}(1)\right\|}
\end{array}\right]
$$

Further, by requiring that $\mathcal{F}(s)=t(s)$, and that $\mathcal{F}^{\prime}(s)=t^{\prime}(s)$ at the boundaries, we can solve for the coefficients of (8) to get the following solution vector:

$$
\left[\begin{array}{c}
a  \tag{13}\\
b \\
c \\
d
\end{array}\right]=\left[\begin{array}{c}
\frac{1}{\mathcal{L}^{2}}\left(c+\frac{1}{\left\|\mathbf{Q}^{\prime}(1)\right\|}\right)-\frac{2}{\mathcal{L}^{3}} \\
\frac{1}{\mathcal{L}^{2}}-\frac{c}{\mathcal{L}}-a \mathcal{L} \\
\pi \mathbf{Q}^{\prime}(0) \| \\
0
\end{array}\right]
$$

To illustrate the low cost of generating $\mathbf{R}$ 's using the CI method, the Cl algorithm shown next is an implementation of the method described above ([Mad96a] gives details on implementation and cost of all other algorithms described here). The idea is to generate a set $\left\{\mathcal{F}_{i} \mid i=0, \ldots, N\right\}$ by the approximating interpolating function, such that evaluation of $\left\{\mathbf{Q}\left(\mathcal{F}_{i}\right)\right\}$ renders reference points that are approximately uniformly spaced.

The Cl algorithm starts by calculating the coefficients $a, b$, and $c$ of the cubic interpolating function. The function $\mathcal{F}(s)$ in (8) is evaluated at $\{i \Delta L\}$ to yield $\left\{\mathcal{L}_{i}\right\}$.

```
Cl()
    compute \(\mathcal{L}\), scale \(\left\|\mathbf{Q}^{\prime}(0)\right\|\) and \(\left\|\mathbf{Q}^{\prime}(1)\right\|\)
    \(c \leftarrow 1 /\left\|\mathbf{Q}^{\prime}(0)\right\|\)
    \(a \leftarrow c+1 /\left\|\mathbf{Q}^{\prime}(1)\right\|-2\)
    \(b \leftarrow 1-c-a\)
    \(\Delta L \leftarrow 1 / N, \quad \ell_{0} \leftarrow 0\)
    for \(i \leftarrow 1\) to \(N\)
            \(\ell_{i} \leftarrow \ell_{i-1}+\Delta L\)
            \(\mathcal{F}_{i} \leftarrow\left(\left(a \ell_{i}+b\right) \ell_{i}+c\right) \ell_{i}\)
            \(\mathbf{R}_{i} \leftarrow \mathbf{Q}\left(\mathcal{F}_{i}\right)\)
END
```

Scaling of $\left\|\mathbf{Q}^{\prime}(0)\right\|$ and $\left\|\mathbf{Q}^{\prime}(1)\right\|$ implies dividing them by $\mathcal{L}$; this scales the whole curve such that $\mathcal{L}=1$. Note that $\mathcal{F}_{i}$ above is simply Eq. (8) evaluated using Horner's less costly method.

Note that a precise measure of the deviation from a true uniform distribution is obtainable. Consider, for example, the quintic PH curve of Figure 4, where $N=80$ reference points are generated along its path. By calculating the distance between every pair of reference points and accumulating the deviation from a
true uniform distribution, an exact measure of the deviation from a true uniform distribution is obtained. In this case, the deviation is $5.87 \%$. In the $C I()$ function above, such a deviation can be computed by first initializing deviation to 0 , and by adding the following the following two lines to the for-loop.

$$
\begin{aligned}
& d_{i} \leftarrow \sqrt{\left(x_{i}-x_{i-1}\right)^{2}+\left(y_{i}-y_{i-1}\right)^{2}} \\
& \text { deviation } \leftarrow \text { deviation }+\left|d_{i}-\Delta L\right|
\end{aligned}
$$

Inversely, the distribution is $94.13 \%$ accurate, which is a huge achievement over the basic parametric flow (BPF()) parameterization yielding only $69.32 \%$, at more or less the same cost.

## 5 Experimental Results

The objective of this section is to show how close the $\mathbf{R}$ 's generated by the various methods are to the exact $\mathbf{R}$ 's (note that uniform spacing is desired), and how the results of the method presented in the previous section compare to those of other methods. In the last subsection, attention is turned to the cost of using the algorithms discussed to generate R's. Figures 1 to 4 show the result of applying the algorithms discussed to a sample of curves; a much larger sample of curves is found at [Mad96a].

Each of the figures is organized as follows. The actual curve is shown first, followed by plots showing only $\mathbf{R}$ 's along their translated paths. In each case, four $\mathbf{R}$ plots are shown: those resulting from BPF (basic parametric flow), ST (Sharpe \& Thorne), OP (Farouki's optimal parameterization), and from CI (cubic interpolator).

The ST reference points are considered to be exact (6 to 8 digits of accuracy) and thus are used to compare other results with. Because CC (cumulative chordlength) plots are visually indistinguishable from ST plots, they are not shown ([Mad96a] discusses CC and CC plots in more detail).

For symmetric curves (e.g., Figures 1 and 4), the value of $\alpha$ in OP's algorithm is $1 / 2$, thereby producing results exact to those of BPF [Mad96a, Frk97a]. These and other figures show the closeness of CI results to those of ST, obtained at a considerably lower cost than required by ST.


Figure 1: A cubic PH curve.


Figure 2: A cubic Bézier with high curvature regions.


Figure 3: A quintic PH curve.


Figure 4: A quintic S-curve.

Refer to [Mad96a, Mad04a] for detailed analysis and tabulated statistics about the run-time cost of each algorithm.

## 6 USING THE CUBIC-SPLINE INTERPOLATION FUNCTION

In developing the Cubic Interpolator in Section 4, the emphasis was on obtaining an expression for $t(s)$ (that is, $t$, the parameter of the curve $\mathbf{Q}(t)$, as a function of $s$, the arclength of the curve) in an analytical fashion, such that, when evaluated at $s_{k} \in[0, \mathcal{L}]$, the corresponding $t_{k} \in[0,1]$ results. It is desirable, for manipulation in mathematical experiments, that it is a single function rather than a piecewise function.

The objective of Cl is to make available an approximation to $t(s)$. This is similar to some of the objectives sought in [Sha82a, Gue90a, Frk92a, Frk97a]. However, it is noted that some of these methods depend on analytical expressions, such as the Cl or the F-OP algorithms, whereas other methods, such as the ST algorithm, depend on numerical methods to approximate $t(s)$. The first kind of approximators has the advantage of not having to compute and maintain arrays of numbers, or use quadrature techniques to reach a satisfactory result; it is not equitable to compare their accuracy to those that depend on numerical methods. The latter have the advantage that any prescribed accuracy can be obtained by increasing the number of approximating segments to refine results in accordance with some prescribed tolerance, or increasing the number of Newton-Raphson iterations.

In this section, it is shown how the proposed method may be modified so that it also uses numerical techniques to generate reference points (RPs) along parametric curves, thereby making use of the advantages that numerical methods have. The numerical version of the proposed method is called NCl , or, the numerical Cl . Its objective is to generate RPs with accuracy and performance comparable to methods which depend on numerical techniques.

### 6.1 The NCI Derivation \& Algorithm

The idea behind developing the NCl is similar to that behind the CC method in Subsection 3.4: the curve $\mathbf{Q}(t)$ is first approximated by $\Im$ segments. The cumulative arclength is calculated at the end of the $k t h$ segment, $k=1,2, \ldots, \Im$, along with the coefficients $a_{k}, b_{k}, c_{k}$, and $d_{k}$. Because each segment is approximated over two Simpson intervals (using Simpson's rule), $\Im$ is always $I / 2$, where $I$ is an even number of Simpson intervals used to approximate the $\mathbf{Q}(t)$. This is feasible because Simpson's rule may give the intermediate arclengths at every second function. That is, the arclength of the $k t h$ segment may be determined by

$$
\begin{equation*}
s_{k}=\frac{1}{3 I}\left(\alpha_{2 k-2}+4 \alpha_{2 k-1}+\alpha_{2 k}\right)+s_{k-1} \tag{14}
\end{equation*}
$$

where $k=1,2, \ldots, \Im, s_{0}=0$, and $\alpha_{j}=\left\|\mathbf{Q}^{\prime}(j / I)\right\|$. Note that $\mathcal{L}=s_{\Im}$. To determine the coefficients for each segment, Equation (3.27) is rewritten in the following manner:

$$
\begin{equation*}
f_{k}(s)=a_{k} s^{3}+b_{k} s^{2}+c_{k} s+d_{k}, \tag{15}
\end{equation*}
$$

with derivative

$$
\begin{equation*}
f_{k}^{\prime}(s)=3 a_{k} s^{2}+2 b_{k} s+c_{k} \tag{16}
\end{equation*}
$$

where $s_{k-1}<s \leq s_{k}$. For each segment, four equations are required to solve for the four unknowns. Following the same methodology used in Section 3.3.1 (i.e., to formulate four equations by equating each of $f_{k}(s)$ and $f_{k}^{\prime}(s)$ at $s=s_{k-1}$, and $s=s_{k}$, with the appropriate values of $t(s)$, and $t^{\prime}(s)$, respectively). Let

$$
\begin{aligned}
f_{k}\left(s_{k-1}\right) & =\frac{k-1}{k^{\Im}} \\
f_{k}\left(s_{k}\right) & =\frac{k^{\Im}}{\Im}
\end{aligned}
$$

and

$$
\begin{aligned}
f_{k}^{\prime}\left(s_{k-1}\right) & =\frac{1}{\alpha_{2 k-2}} \\
f_{k}^{\prime}\left(s_{k}\right) & =\frac{1}{\alpha_{2 k}}
\end{aligned}
$$

the four equations are formulated as follows:

$$
\begin{aligned}
a_{k} s_{k-1}^{3}+b_{k} s_{k-1}^{2}+c_{k} s_{k-1}+d_{k} & =(k-1) / \Im \\
a_{k} s_{k}^{3}+b_{k} s_{k}^{2}+c_{k} s_{k}+d_{k} & =k / \Im \\
3 a_{k} s_{k-1}^{2}+2 b_{k} s_{k-1}+c_{k} & =1 / \alpha_{2 k-2} \\
3 a_{k} s_{k}^{2}+2 b_{k} s_{k}+c_{k} & =1 / \alpha_{2 k}
\end{aligned}
$$

The coefficients $a_{k}, b_{k}, c_{k}$, and $d_{k}$ may now be solved for, and are as follows:

$$
\begin{aligned}
a_{k}= & \frac{1}{\left(s_{k}-s_{k-1}\right)^{2}}\left(\frac{\alpha_{2 k-2}+\alpha_{2 k}}{\alpha_{2 k} \alpha_{2 k-2}}-\frac{2}{\Im\left(s_{k}-s_{k-1}\right)}\right) \\
b_{k} & =\frac{\alpha_{2 k-2}-\alpha_{2 k}}{2 \alpha_{2 k} \alpha_{2 k-2}\left(s_{k}-s_{k-1}\right)}-\frac{3}{2} a_{k}\left(s_{k}+s_{k-1}\right) \\
c_{k} & =\frac{1}{\alpha_{2 k}}-3 a_{k} s_{k}^{2}-2 b_{k} s_{k} \\
d_{k} & =\frac{k}{\Im}-\left(a_{k} s_{k}^{3}+b_{k} s_{k}^{2}+c_{k} s_{k}\right)
\end{aligned}
$$

The complete algorithm follows.

```
NCl()
    compute \(\alpha_{i \leftarrow 0,1, \ldots, I}, \quad s_{k=0,1, \ldots, \Im}\)
    scale \(\alpha_{i}, s_{k}\) so that \(s_{\Im}\) is unity
    compute \(a_{k}, b_{k}, c_{k}\), and \(d_{k}, k=0,1, \ldots, \Im\)
    \(\Delta L \leftarrow 1 / N, \quad k \leftarrow 0, \quad \ell_{0} \leftarrow 0\)
    for \(i \leftarrow 1\) to \(N-1\)
        \(\ell_{i} \leftarrow \ell_{i-1}+\Delta L\)
        while \(\ell_{i}>s_{k}\)
            \(k \leftarrow k+1\)
        \(f_{i} \leftarrow\left(\left(a_{k} \ell_{i}+b_{k}\right) \ell_{i}+c_{k}\right) \ell_{i}+d_{k}\)
        \(\mathbf{r}_{i} \leftarrow \mathbf{Q}\left(f_{i}\right)\)
END
```


### 6.2 Visual Results

In this subsection, some RP plots are shown for both the NCl and the CC method, where both will be compared against RPs generated by the ST method. The purpose is to show how the NCI produces better results with fewer segments than is usually required for the $C C$, and does less computation than is required by the CC, or the ST method. In Figure 5, the circles denote RPs generated by the ST algorithm, while the dots denote RPs generated by the CC and the NCl algorithms. The number next to the algorithm name on each plot indicates the number of chords, segments used by the CC , and the NCl algorithms, respectively.


Figure 5: Comparative plots with CC and NCI .

## 7 Conclusion \& Future Research

A survey of methods for approximating the intrinsic arclength parameterization for parametric curves has been presented. The main property of one of the feature methods, the Cl , is that it depends on analytical expressions influenced by the tangent vectors at the curve end points, as opposed to methods which depend on numerical techniques. The main advantage of Cl is that it is suitable for real-time applications. When the prescribed accuracy to generating the Reference Points is sought over the speed in generating the reference points, a new numerical method, NCI , which depends largely on numerical techniques is derived out of CI and is shown to produce accurate results in a competitive number of iterations.

Work currently in progress iterates over the following points.

- Determine the number of Simpson intervals needed to achieve acceptable accuracy in obtaining the arclength of a curve segment.
- Investigate the performance of an interpolating function of a higher degree. For this, a quintic interpolator will be developed and analyzed against the cubic interpolator to determine whether there is a pay off by using more information at the end points.
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